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In high-end visual effects pipelines, a customized (and expensive) light stage
system is (typically) used to scan an actor in order to acquire both geome-
try and texture for various expressions. Aiming towards democratization,
we propose a novel pipeline for obtaining geometry and texture as well
as enough expression information to build a customized person-specific
animation rig without using a light stage or any other high-end hardware
(or manual cleanup). A key novel idea consists of warping real-world images
to align with the geometry of a template avatar and subsequently projecting
the warped image into the template avatar’s texture; importantly, this allows
us to leverage baked-in real-world lighting/texture information in order to
create surrogate facial features (and bridge the domain gap) for the sake of
geometry reconstruction. Not only can our method be used to obtain a neu-
tral expression geometry and de-lit texture, but it can also be used to improve
avatars after they have been imported into an animation system (noting
that such imports tend to be lossy, while also hallucinating various features).
Since a default animation rig will contain template expressions that do not
correctly correspond to those of a particular individual, we use a Simon Says
approach to capture various expressions and build a person-specific anima-
tion rig (that moves like they do). Our aforementioned warping/projection
method has high enough efficacy to reconstruct geometry corresponding to
each expressions.

1 INTRODUCTION
The use of personalized avatars has become increasingly preva-
lent in a wide range of applications: massively multiplayer online
games (e.g. Roblox), the entertainment and animation industry (e.g.
MetaHumans from Epic Games), virtual/augmented reality experi-
ences (e.g. Apple, Meta, Snapchat), and video conferencing platforms
(e.g. Microsoft Teams, Zoom). Personalized avatars have been shown
[Sailer et al. 2017] to enhance user engagement and satisfaction in
a variety of online settings including gaming, virtual reality, and
metaverse applications. As the concept of a metaverse gains trac-
tion, avatars are poised to become even more ubiquitous; however,
the public still faces barriers to creating personalized avatars, such
as limited access to high-end capture hardware and/or the artist
tools/expertise required to hand-craft such avatars.
With democratization in mind, we focus on the utilization of

technologies that are currently widespread and are expected to
be ubiquitous going forward, such as cell phones and webcams.
Our pipeline intentionally avoids the use of detailed depth data
and scanning, which has slowly been gaining popularity (e.g. be-
cause of the Kinect) but also at the same time losing ground in
important hardware devices (e.g. the quality of depth data from
the iPhone front-facing TrueDepth camera has been decreased in
recent versions, and will likely be further decreased minimizing its
use to security for the phone unlock feature). On the other hand,
our pipeline embraces the continually improving RGB cameras in
cell phones and webcams. We mostly rely on tasks executable by a
non-expert user, e.g. asking for images from approximate angles, a
turn-table video made while maintaining a neutral expression, and

images of expressions that are prompted via a visual Simon Says
approach.

Although there are a variety of recent and interesting approaches
to representing facial avatars (e.g. using NeRFs [Mildenhall et al.
2021], PIFu [Saito et al. 2019], etc.), our pipeline reconstructs explicit
geometry and de-lit texture so that it can be utilized in the widest
number of existing graphics applications. The high-end special ef-
fects companies (e.g. ILM, Weta, Digital Domain, Pixar) typically
use proprietary in-house software; however, there have been vari-
ous efforts to democratize facial animation. Maya [Autodesk, INC.
2024] has various plugins that make facial animation easier, but
one still has to sculpt/provide the face geometry/texture (and joints
need to be placed by hand). Rigify [Blender 2023] in Blender [The
Blender Foundation 2023] similarly, requires that one provide ge-
ometry/texture and place all the joints by hand. There are two stan-
dalone softwares, Headshot2 from Reallusion [Reallusion 2023] and
FaceGen from Daz3D [Daz3D 2023], that create animatable geome-
try/texture without requiring the user to provide it, but the quality
is hindered by a reconstruction that only uses a single front-facing
image (no side or three-quarters images). MetaHumans [MHC 2023]
in the Unreal Engine [Epic Games 2023] is the only publicly available
tool that enables the creation of animatable geometry using more
than just a single front-facing image, i.e. Mesh2Metahuman [M2M
2023] creates an animatable MetaHuman from input 3D geometry;
unfortunately, there is no algorithm for obtaining texture (and one
has to hand select from a library of defaults/sliders).
Although there is a plethora of prior work that creates floating

face masks (often without texture, making it useless for preserving
likeness), this geometry needs to be imported into animation soft-
ware for subsequent use. Missing features (e.g. eyes, ears, inner lip
and mouth, hair, etc.) need to be added manually or hallucinated,
and the geometry needs to be retopologized (which can be lossy).
Since this hallucination/lossiness modifies the likeness, it is essential
that one be able to improve upon the likeness of the facial model
after any such import. Methods that infer geometry/texture from
photos cannot do this unless they are trained to infer animatable
models directly (see e.g. [Shi et al. 2020][Lin et al. 2021]). Methods
that solve an optimization problem to determine vertex positions (or
parameterizations, e.g. morphable models [Blanz and Vetter 1999],
FLAME[Li et al. 2017], etc.) and texel colors can typically bemodified
to improve the likeness of the facial model after the import.
It is well-known that geometry/texture reconstruction is best

evaluated from novel views (see figure 1), but less discussion oc-
curs around the fact that animated expressions further highlight
inaccuracies in geometry reconstruction and texture alignment (see
figure 2). A more subtle but also problematic issue is the mismatch
between the template expressions on the animation rig and the cor-
responding expressions of an individual. The way someone smiles,
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frowns, speaks, etc. is part of their motion signature and intrinsic
to their likeness. We address this by using a Simon Says approach
to prompt the user into producing various expressions that are re-
constructed with our warping/projection approach; subsequently,
the results are used to create a person-specific animation rig with
motion signatures that better preserve the likeness of an individual.

Fig. 1. From left to right: geometry, same geometry textured from a front-
facing image, same geometry/texture as seen from a three-quarters view.
This emphasizes how misleading a textured geometry can be when not
considered from significantly novel views.

Fig. 2. From top left to top right: avatar geometry (derived from the geom-
etry in Figure 1), same geometry textured from a front-facing image, same
geometry/texture with a smile expression. This emphasizes how mislead-
ing a textured geometry can be when not considering various expressions.
Bottom: zoomed-in view of the top middle and top right figures. Note in
particular how part of the bottom lip texture (and the crease between the
lips) appears on the top lip.

The novel contributions of our pipeline can be summarized as
follows:

• We intentionally use baked-in lighting to create surrogate
features by warping and projecting real-world images into
the synthetic geometry’s texture before subsequent opti-
mization (of the geometry); notably, each view gets its own
surrogate features (i.e. texture).

• We import our reconstructed geometry into the MetaHu-
man animation system, noting that this import is both lossy
(i.e. modifies the input geometry) and hallucinates various

features (e.g. eyes, ears, inner lip and mouth, hair, etc.). No-
tably, this is the only publicly available option (we are aware
of) that non-experts have for creating an animatable avatar
from an input mesh. Subsequently, we show that our warp-
ing/projection approach can be used to improve the likeness
of this imported animatable geometry.

• We propose a method for creating well-aligned de-lit tex-
tures from warped and projected images, preserving details
such as moles, freckles, and stubble (important for maintain-
ing likeness) while removing baked-in lighting. Importantly,
our approach can be used to provide textures for animat-
able MetaHumans (which currently only utilize a library of
defaults/sliders).

• We morph a default animation rig (similar to [Lin et al.
2022]) to match the neutral expression geometry, and subse-
quently use a visual Simon Says approach to prompt the user
into producing various expressions that are reconstructed
(via our warping/projection approach) and used to build a
person-specific animation rig (preserving motion signature
likeness).

Section 3 discusses how we obtain an initial reconstruction of
the geometry in order to bootstrap our pipeline. Section 4 and Sec-
tion 5 discuss our novel techniques for creating high-efficacy neu-
tral/expressionless geometry and high resolution de-lit textures
respectively. Notably, the result of Section 4 and Section 5 is a fully
animatable rig (with eyes, mouth, hair, etc.), not just a floating face
mask. Section 6 addresses the use of our method when one does not
have access to the subject that one wants to reconstruct. Section 7
discusses the fitting of a template animation rig to the reconstructed
geometry, as well as how our Simon Says framework can be used
to create a person-specific animation rig that better preserves an
individual’s motion signatures.

2 RELATED WORK
In addition to the works discussed below, we refer the reader to the
following survey papers: [Chrysos et al. 2018] [Zollhöfer et al. 2018]
[Tewari et al. 2022] [Tretschk et al. 2023].
High-End Light Stages: The light stage [Debevec et al. 2000]

[Debevec 2012] [Liu et al. 2022] uses hundreds of light/camera com-
binations to acquire a 4D reflectance field, enabling the highest
quality facial reconstruction currently available. The light stage and
similar systems [Ghosh et al. 2011] [Joo et al. 2017] [Hendler et al.
2018] [Zhang et al. 2022c] [Bolkart et al. 2023] that directly control
illumination capture extremely high-fidelity geometry and separate
albedo/specular/displacement maps. In addition to capturing a neu-
tral/expressionless geometry and texture, these systems can be used
to capture various facial expressions; subsequently, a visual effects
artist (after some manual cleanup) can construct a high-quality fa-
cial animation rig. Moving towards democratization, various efforts
have focused on reducing the required number of lights and/or cam-
eras while maintaining high-quality results (e.g. [Zhang et al. 2004]);
in particular, [Lattas et al. 2022] uses (easily portable) commodity
components to construct facial capture systems that sit on a typical
office desk.
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High-End Multi-view: Various high-end systems [Beeler et al.
2022] [Beeler et al. 2010] [Bradley et al. 2010] [Riviere et al. 2020]
lack the high degree of lighting control available to a light stage,
but still use a number of carefully calibrated cameras (intrinsics and
extrinsics) along with measured/controlled lighting in a laboratory
setting. Such systems are often preferable (to light stages) for per-
formance capture, since a light stage can feel constraining to an
actor.

Single-view Democratization: The typical scenario for democ-
ratization is one in which the user has access to a single camera or
cellphone (perhaps with a tripod) and no control over the lighting
(but perhaps access to a cheap version of a chrome sphere, such as
an ornament); interestingly, it is possible to program an at-home
large-screen TV in order to mimic various light patterns from a
light stage (see also [Sengupta et al. 2021]). In this democratized
setting, noise and other inaccuracies (imperfect camera calibration,
unknown lighting, etc. ) can lead to disappointing results; thus, a
strong prior on allowable face shapes is typically required. Although
the 3DMorphable Model (3DMM) [Blanz and Vetter 1999] has histor-
ically been the most prevalent method of choice, recent works (such
as FLAME [Li et al. 2017] and [Booth et al. 2016] [Tewari et al. 2017]
[Tran and Liu 2018] [Wang et al. 2022] [Chandran et al. 2022]) have
aimed to improve upon 3DMMs. Either optimization [Romdhani
and Vetter 2003] [Li et al. 2017] or deep learning [Richardson et al.
2016] [Zhu et al. 2016] [Bulat and Tzimiropoulos 2017] [Dou et al.
2017] [Tewari et al. 2018] or both [Sanyal et al. 2019] can be used
to regress the parameters of such models in order to best match an
image. See also [Jackson et al. 2017] [Zeng et al. 2019] [Sengupta
et al. 2018]. In addition, some works (e.g. [Richardson et al. 2016]
[Tewari et al. 2018] [Tran et al. 2019] [Dib et al. 2023]) capture a
residual geometry/texture on top of the "best-fit" model parameters.

Multi-view Democratization: The more successful multi-view
techniques are typically pursued in the context of high-end systems
(perhaps, most notably [Beeler et al. 2022]), since multiple cameras
(often with carefully calibrated extrinsics) are required in order to
obtain high-quality results. It is much more difficult to work with
uncalibrated camera extrinsics and a single camera (with multi-
ple images or video input). Most of these methods obtain no more
than a simple floating face mask (sometimes with eyes), see e.g. the
photometric stereo approaches in [Kemelmacher-Shlizerman and
Seitz 2011][Kemelmacher-Shlizerman 2013][Liang et al. 2016], the
structure from motion approaches in [Garg et al. 2013][Shi et al.
2014][Ichim et al. 2015], the optimization approaches in [Blanz and
Vetter 2003][Garrido et al. 2016][Piotraschke and Blanz 2016][Roth
et al. 2016], and the neural network approaches in [Dou and Kaka-
diaris 2018] [Tewari et al. 2019] [Wu et al. 2019] [Bai et al. 2020]
[Chaudhuri et al. 2020]. Of these, only [Tewari et al. 2019][Chaud-
huri et al. 2020] aim to generate de-lit textures (the others either
use no texture or simply splat the image onto the geometry). Only
[Ichim et al. 2015] generates more than a floating face (they gener-
ate a full head, eyes, mouth, and animation rig, although the hair
and eyebrows are incorrectly flattened into the texture). Most of
these works focus on frontal or near-frontal views (occasionally
showing obviously distorted side views); in fact, only [Liang et al.
2016][Tewari et al. 2019] show comparisons with ground truth side
and/or three-quarters views.

Texture: In addition to geometry, texture is also acquired in many
of the aforementioned approaches; however, there are a number
of works that focus primarily on texture acquisition. [Kim et al.
2021] generate textures with baked-in lighting from a single image
by training machine learning models in an unsupervised manner,
and [Slossberg et al. 2022] adopts a similar method while removing
the baked-in lighting. [Smith et al. 2020] [Han et al. 2023] aim to
build a morphable face albedo/reflectance model by leveraging high
quality texture data from high-end capture systems, and [Feng et al.
2022] [Ren et al. 2023][Rainer et al. 2023] train neural networks to
reconstruct textures.

Building Animation Rigs: High-end special effects companies
have proprietary in-house software, and democratized efforts are
primarily limited to various Maya [Autodesk, INC. 2024] plugins,
Rigify [Blender 2023] in Blender [The Blender Foundation 2023],
Headshot2 from Reallusion [Reallusion 2023], FaceGen from Daz3D
[Daz3D 2023], and MetaHumans [MHC 2023] in the Unreal Engine
[Epic Games 2023]; in particular, Mesh2Metahuman [M2M 2023] is
the only publicly available tool that enables the creation of animat-
able geometry using more than just a single front-facing image. It
is also worth noting [Shi et al. 2020] [Lin et al. 2021], which train
a network to infer animatable models directly. In addition to the
identity priors used to regularize neutral/expressionless geometry
capture (discussed above), both 3DMM [Blanz and Vetter 1999] and
FLAME [Li et al. 2017] (and other models) have a separate set of
blendshapes meant for facial animation (see [Lewis et al. 2014] for a
review). Most of the aforementioned prior works that build anima-
tion rigs use these more academic models, perhaps since they are
only aiming for technical demonstrations and not (actual) democra-
tization. In real-time applications, joint transforms are often used
instead of or in conjunction with blendshapes [Ward 2004]. The
neutral expression is first deformed with joint-based linear-blend
skinning, and blendshapes are (optionally) subsequently used as
correctives (see e.g. [Franc 2023]).
Neural Rendering and Implicit Representations: Although

we aim to build explicit geometry and de-lit textures so that they can
be widely used in a variety of existing graphics pipelines, recent and
interesting results in avatar generation have used NeRFs [Mildenhall
et al. 2021] and implicit methods (such as [Saito et al. 2019] [Yariv
et al. 2020] [Li et al. 2022] [Alldieck et al. 2022]) to represent 3Dmod-
els. See e.g. [Sevastopolsky et al. 2020][Zhang et al. 2022b][Gafni
et al. 2021] [Guo et al. 2021] [Wang et al. 2021] [Cao et al. 2022] [Gao
et al. 2022] [Zhang et al. 2022a][Zheng et al. 2023a][Lin et al. 2023].
Notably, implicit representations can be converted to explicit repre-
sentations (see e.g. [Azinović et al. 2023][Zheng et al. 2023b][Wang
et al. 2023]), although the resulting explicit representations have
not yet demonstrated the efficacy required in order to be widely
adopted; of particular interest, [Wang et al. 2023] is motivated by
light stage democratization, but their reconstructed geometry is dif-
ficult to evaluate since only frontal facing results are shown. There
have also been attempts at building neural animation rigs, see e.g.
[Qin et al. 2023].
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3 INITIAL RECONSTRUCTION
We utilize two separate methods for the initial reconstruction of
the geometry in order to bootstrap our process. The first method
(presented in this section) assumes that one has access to a modern
cellphone, and requires (a non-expert user) taking a few pictures
from different angles and distances. The second method (see section
6) is more appropriate when one lacks access to the subject (e.g.
one might desire a younger version of themself, the subject may be
deceased, etc.), and only requires a short video of the subject (e.g.
from a webcam, YouTube, etc.).

Fig. 3. From left to right: (a) captured image with a (blue) tracing of the
silhouette, nostril, and lip corner, (b) initial triangle mesh created from the
front view, (c) pixel-aligned projection of the front view triangle mesh onto
the rough scan (with the aid of Laplacian smoothing), (d) accounting for
silhouette boundaries of adjacent views, (e) MetaHuman reconstruction
(note how fitting to a template hallucinates and modifies geometry).

We chose an Apple iPhone 13 Pro in order to demonstrate the
process (although it is straight forward to extend these techniques
to other phones). The back-facing dual camera was used to capture
stereo color images from five views (front, left/right three-quarters,
and left/right profile). For each view, stereo block matching [Kono-
lige 1998] was used to obtain a crude depth estimate; then, a pixel-
aligned signed distance function was computed on a voxelized view
frustum [Rasmussen et al. 2003], the voxelized view frustum was
resampled onto a Cartesian grid, the fast marching method [Sethian
1999] was used to obtain signed Euclidean distance on the Carte-
sian grid, marching tetrahedra [Doi and Koide 1991] was used to
construct a triangulated surface mesh, and segmentation [Yu et al.
2018] on the color images was used to remove background vertices
(not corresponding to the subject). See Figure 3(b). To rigidly align
the five triangle meshes, landmark detection [Hyprsense 2021] was
run on one image from each view and the point on the triangle
mesh corresponding to each visible landmark was identified (via
ray tracing); then, the Procrustes algorithm [Gower 1975] was used
to coarsely align view-adjacent pairs of meshes and iterative closest
point [Holz et al. 2015] was used to refine this coarse alignment.
In order to refine the five triangle meshes and combine them

into a single mesh, we obtained a rough scan from the iPhone front
TrueDepth camera. For each view, one of the camera/image pairs
was used to perturb the triangle mesh vertices in the pixel-aligned
look-direction in order to best match the surface of the rough scan.
These perturbations were regularized using Laplacian smoothing
[Field 1988] on the displacements; importantly, this smoothing helps
to alleviate mismatches between the triangle mesh geometry and

the rough scan (e.g. mismatching nostril vertices with the cheek
portion of the scan) while also providing displacements along sil-
houette boundaries that do not overlap with the scan. See Figure 3(c).
Afterwards, each mesh was again perturbed in the pixel-aligned
look-direction (again with Laplacian smoothing) in order to match
the silhouette boundaries of its (one or two) adjacent view(s). See
Figure 3(d). Finally, screened Poisson surface reconstruction [Kazh-
dan and Hoppe 2013] was used on the point cloud formed by the
combined vertices of all five triangle meshes.
Along the lines of [Lin et al. 2022], we photon map the mesh to

obtain a texture suitable for the Mesh2Metahuman pipeline [M2M
2023]. The Mesh2Metahuman pipeline retopoligizes the mesh to be
consistent with an underlying MetaHuman animation rig [MHC
2023] (see section 7.1). Since the resulting neutral identity blend-
shape 𝑁mh may be far from the input mesh (both due to a lack of
variety of scanned identities in the dataset and regularization), the
Mesh2MetaHuman pipeline also outputs displacements 𝐷mh that
perturb the vertices so that 𝑁mh + 𝐷mh is closer to the input mesh.
Of course, one could use a different dataset and/or different opti-
mization scheme; in fact, we found that subsequently optimizing
to minimize the displacements (with a per-vertex loss) produced a
neutral identity blendshape 𝑁 significantly closer to 𝑁mh + 𝐷mh

than 𝑁mh (resulting in an 𝑁 + 𝐷 with a smaller 𝐷).
It is worth noting that a number of prior works can achieve

results similar to that shown in Figure 3(d) and thus obtain results
that are similar to Figure 3(e) via the Mesh2Metahuman pipeline
(perhaps using [Lin et al. 2022] or similar methods to obtain the
input texture required to execute the Mesh2Metahuman pipeline).
However, regularized and hallucinated geometry will adversely
affect the likeness, the Mesh2Metahuman tool does not contain a
method for obtaining a de-lit texture, and the default animation rig
will not actuate in accordance with the motion signatures of the
subject. We address these issues in section 4, 5, and 7 respectively.

4 GEOMETRY REFINEMENT
In a democratized pipeline, camera intrinsics might be available (to
some accuracy); however, knowledge of lighting, albedo, and other
information required for disentanglement of the geometry from
the texture and lighting will be lacking. In particular, a synthetic
rendering of the current guess for the geometry will have different
features than the real-world image because of mismatches in ge-
ometry, texture, and lighting. Our key insight is that one can bake
(entangled) lighting and texture information from the real-world
image onto the current guess for the geometry in order to provide
surrogate landmark information (similar in spirit to painting on
mo-cap dots) for subsequent geometry optimization.
The main issue with baking in lighting and texture in order to

create surrogate features is that there is a mismatch between the
synthetic and real-world geometry. Thus, after an initial rigid align-
ment, each real-world image is non-linearly warped to better align
with the synthetic geometry before projecting the pixel colors from
the real-world image into the texture of the synthetic geometry.
See Figure 4. Afterwards, the synthetic geometry is optimized to
match the original unwarped image with the aid of the surrogate
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features that have been baked into its texture. Although using mul-
tiple views and the appropriate (different) projected texture for each
view is essential to the efficacy of this process, we initially describe
the method in terms of a single view (in sections 4.1-4.3) before
describing the modifications required to accommodate a multi-view
approach (in section 4.4).

4.1 Rigid Alignment and Lighting
Given a current geometry and texture, we use landmarks [Hyprsense
2021] to rigidly align it with a real-world image; subsequently, a
spherical harmonics lighting model [Ramamoorthi and Hanrahan
2001] is optimized to best match a synthetic rendering (of the ge-
ometry/texture) to the real-world image. This rigid alignment and
estimated lighting is required in order to obtain commensurate re-
sults when using a segmentation map network [Yu et al. 2018] on
both the synthetic rendering and the real-world image (segmenta-
tion maps are used in the construction of the non-linear warp).

Given a landmark tracker of choice, we hand-label a (non-sliding)
subset of the landmarks on the MetaHuman template geometry (this
hand-labeling only needs to be done once per choice of landmark
tracker); then, a simple least-squares fit can be used to provide an
initial estimate for the rigid alignment between any geometry and
any image. Similar to [Wu et al. 2023a], we refine the initial estimate
by comparing landmarks computed on renderings of the geometry
as opposed to using the hand-labeled landmarks; importantly, this
allows landmarks to slide and alleviates issues caused by consistent
errors in the landmark tracker, such as always labeling a specific
marker too high/low/etc. on similar images (these errors are more
prevalent for profile angles and out-of-distribution images). Assum-
ing the intrinsic camera parameters are known, we solve for the
extrinsic parameters T (rotation and translation) to refine the rigid
alignment by minimizing

L𝑟𝑖𝑔𝑖𝑑 (T) =
∑︁
𝑙

[
𝜁 (Ψ(v,T , 𝐿𝑎,T))𝑙 − 𝜁 (I𝑅)𝑙

]2
where Ψ differentiably rasterizes (we use [Ravi et al. 2020]) the
geometry (vertex positions v, texture T ) into an image using (only)
ambient lighting 𝐿𝑎 . 𝜁 is a landmark tracker that operates on images,
𝑙 are the computed landmarks ([Hyprsense 2021] computes 159
landmarks), and I𝑅 is the real-world image. Note that [Hyprsense
2021] defines each landmark as a weighted sum of heat-map values
in order to preserve differentiability.

Although we found ambient lighting to be sufficient for the land-
mark tracker, it was insufficient for the segmentation map network
from [Yu et al. 2018]. Therefore, we next estimate the parameters of
a spherical harmonics lighting model 𝐿 (while keeping T fixed) by
minimizing a per-pixel objective function

L𝑙𝑖𝑔ℎ𝑡 (𝐿) =
∑︁
𝑖∉B

[
Ψ(v,T , 𝐿,T)𝑖 − I𝑅

𝑖

]2
that ignores background pixels.

4.2 Warping and Projection
A synthetic rendering of the current geometry and texture (using
the spherical harmonics lighting estimate) will typically be quite dif-
ferent than the real-world image due to the so-called "domain gap";

moreover, it is difficult (if not impossible) to disentangle the errors
in geometry, texture, and lighting from each other. Thus, we use
semantic segmentation [Yu et al. 2018] of key coarse regions of the
face (e.g. nose, lips, eyebrows, silhouette) as the signal for aligning
a real-world image with a synthetic rendering. The semantic seg-
mentation also helps to account for subtle differences in expression
(alleviating the difficulties associated with capturing expressions
with a generic model).

We construct an optical flow field f to smoothly warp a one-hot
encoding of the semantic segmentation of the real-world image
1(𝑆𝑒𝑔(I𝑅)) to match (as well as possible) a one-hot encoding of
the semantic segmentation of the synthetic rendering 1(𝑆𝑒𝑔(I𝑆 )).
Note that we merge the hair and body regions into the background
category of the one-hot encoding in order to focus on the facial
shape. The per-pixel objective function

L𝑠𝑒𝑔 (f) =
∑︁
𝑖

(
1(𝑆𝑒𝑔(I𝑆 ))𝑖 − 𝜂 (1(𝑆𝑒𝑔(I𝑅)), f)𝑖

)2 (1)

compares 1(𝑆𝑒𝑔(I𝑆 )) to a non-linear warp of 1(𝑆𝑒𝑔(I𝑅)) where
𝜂 warps one image to another using the flow field f and bilinear
interpolation. Since L𝑠𝑒𝑔 only provides penalties near differences in
the segmentations, we add regularization to minimize the per-pixel
norm of f and the per-pixel Laplacian (using a 5x5 stencil) of f .
Although using L𝑠𝑒𝑔 and the regularizers behaved as expected,

we found that post-processing f led to significantly improved results.
The post-process solves a 2D Laplace equation (using a standard
5-point stencil) using Dirichlet boundary conditions on pixels with
differently-labeled neighbors (according to 𝑆𝑒𝑔(I𝑅)) and Neumann
boundary conditions on the image boundary. This preserves f on
the boundaries of 𝑆𝑒𝑔(I𝑅) while guaranteeing that it is smooth
elsewhere.

Lastly, we project the warped (and thus better aligned) real-world
image I𝑊 into the texture for the synthetic geometry using the
photon mapping technique proposed in [Lin et al. 2022]. Each pixel
of I𝑊 is projected onto the geometry to determine texture coordi-
nates for storing a "photon" based on the pixel color. In the gathering
step, the color for each pixel in the texture map is determined us-
ing a weighted average of the 𝑘 nearest photons. Typically, the
weights would decay with distance; however, we additionally scale
the weights with a power law for specular falloff (max(0,−n · r))𝑝
where n is the (unit) normal to the geometry and r is the (unit) ray
direction from the pixel to the geometry. This additional scaling di-
minishes the contribution from photons near occlusion boundaries,
which may still be misaligned after the warp.

4.3 Optimization
Since the texture T computed via section 4.2 already contains baked-
in lighting, only ambient lighting 𝐿𝑎 is required for the differentiable
rasterizer Ψ when using inverse rendering to optimize the geometry.
Perturbations of the (geometry) vertex positions v can be computed
by minimizing a per-pixel objective function

L𝑝ℎ𝑜𝑡𝑜 (v) =
∑︁
𝑖∉B

[
Ψ(v,T , 𝐿𝑎,T)𝑖 − I𝑅

𝑖

]2
that ignores background pixels (note that the hair and body regions
are still kept merged into the background).
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Fig. 4. A real-world image (shown in the first figure) is warped (in image space) to better match a synthetic rendering of a current guess for the geometry
(using an appropriate texture). A zoomed-in view of the real-world image is shown before (second figure) and after (third figure) the warp. The fourth figure
shows the current geometry, and the fifth figure shows the result obtained by projecting the warped real-world image onto that geometry. This new texture
contains baked-in lighting that provides surrogate features useful when optimizing the synthetic geometry to match the original unwarped image.

In order to encourage the matching of semantic information about
facial shape, we additionally utilize a second objective function
based on the semantic segmentations of I𝑅 and the synthetically
rendered I𝑆 . Let v𝑘 be the geometry at the beginning of the 𝑘-
th iteration and I𝑆,𝑘 be the synthetic rendering of that geometry;
then, the procedure from section 4.2 can be used to construct an
optical flow f𝑘 that smoothly warps 1(𝑆𝑒𝑔(I𝑅)) to 1(𝑆𝑒𝑔(I𝑆,𝑘 )).
Given sample points v𝑘

𝑗
on the geometry v𝑘 , a ray tracer can be

used to compute their screen-space locations Ψ̃(v𝑘
𝑗
,T); then, the

per-geometry-sample objective function

L𝑘
𝑠𝑒𝑚 (v) =

∑︁
𝑗

[
Ψ̃(v𝑗 ,T) − Ψ̃(v𝑘𝑗 ,T) + f𝑘𝑗 )

]2
compares the screen-space motion of each sample point to the op-
tical flow f𝑘 that smoothly warps 1(𝑆𝑒𝑔(I𝑆,𝑘 )) to 1(𝑆𝑒𝑔(I𝑅)) at
that location (f𝑘

𝑗
is the interpolation of f𝑘 to the screen-space loca-

tion Ψ̃(v𝑘
𝑗
,T)). Although there are many potential choices for the

sample points (e.g. one could choose all visible triangle vertices),
we use the sub-triangle locations that rasterize to the center of each
non-background pixel (removing the need to interpolate f𝑘 ). This
makes the sample points v𝑗 depend on the triangle vertices via
barycentric interpolation.
Since the lighting is baked into the surrogate texture, neither

L𝑝ℎ𝑜𝑡𝑜 nor L𝑘
𝑠𝑒𝑚 has or requires any dependence on the normal

vectors of v; thus, geometric regularization is essential. We utilize
two geometric regularizers: L𝑒𝑑𝑔𝑒 and L𝑙𝑎𝑝𝑙𝑎𝑐𝑒 . L𝑒𝑑𝑔𝑒 penalizes
changes in the edge lengths, computed by comparing edge lengths
in the current mesh to the lengths of the corresponding edges in
the initial pre-optimization mesh. L𝑙𝑎𝑝𝑙𝑎𝑐𝑒 penalizes the Laplacian
(using a one-ring stencil) of the vertex displacements, computed
by comparing vertex positions in the current mesh to their corre-
sponding positions in the pre-optimization mesh; importantly, this
promotes smooth displacements, but does not smooth out features
in the initial pre-optimization mesh as the Laplacian of the vertex
positions would.

4.4 Using Multiple Views
Since both rigid alignment and segmentation maps struggle with
non-front-facing views (especially with non-photorealistic textures),

we begin themulti-view process bywarping and projecting the front-
facing real-world image into the texture (as per subsection 4.2);
then, this photorealistic texture is used to compute rigid alignment
and segmentation maps for each of the other views. Although one
might blend textures from the various views together into a single
texture, this incorrectly averages lighting information (which varies
according to view); thus, we compute (as per subsection 4.2) and
maintain separate textures for each view, and subsequently optimize
one geometry with separate losses (L𝑝ℎ𝑜𝑡𝑜 and L𝑘

𝑠𝑒𝑚 , each using
the view-appropriate T ) for each view combined into the same
objective function (noting that one could optionally increase the
weights on L𝑒𝑑𝑔𝑒 and L𝑙𝑎𝑝𝑙𝑎𝑐𝑒 in order to balance the increased
forces from using multiple views). In addition, the rigid alignment
and segmentation maps seemed to perform best when using the
texture from the previous iteration corresponding to the view under
consideration (when that texture exists).
The entire multi-view approach can be repeated iteratively, ob-

taining a new geometry after each iteration. We obtained the best
results using only a single front-facing view in the first iteration and
multiple views in subsequent iterations. Since this iterative approach
jointly optimizes both the geometry and the camera extrinsics (for
the utilized real-world images), it can be beneficial to repeat the
initial image-based reconstruction of the geometry (in section 3)
using these improved camera extrinsics; notably, we found that this
led to a significant improvement in both the initial image-based re-
construction as well as the subsequent multi-view iteration (which
one might expect given the efficacy of end-to-end approaches). See
Figure 5.

5 DE-LIGHTING TEXTURE
The real-world entanglement of geometry, texture, and lighting
coupled with human perception makes it difficult to ascertain the
quality of a reconstruction (this is especially misleading in prior
works that compare an entangled reconstruction to a reference
image); however, disentangled results are required in order to use a
reconstruction in a standard graphics pipeline (especially when the
geometry/texture needs to be re-lit). See Figure 6.

An initial guess for the texture can obtained from the warping and
projection discussed in section 4, the photon mapping algorithm
discussed in [Lin et al. 2022], or any other prior work; however,
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Fig. 5. From left to right: (a) captured image with a (blue) tracing of the
silhouette, nostril, lip corner, eye corner, and mouth corner, (b) MetaHuman
reconstruction from section 3 Figure 3, (c) the results obtained by using our
geometry refinement process (in section 4). In particular, note the improve-
ments in the eye and mouth regions.

Fig. 6. It is often hard to distinguish the efficacy of a floating, grey-shaded
face mask (first column). Adding the head, neck, eyes, etc. gives a better in-
dication of an identity (second column). However, only after adding textures
and hair does human perception cause the images to start migrating into and
through the uncanny valley (third column). The top row shows a state-of-the-
art geometry reconstruction result from the Mesh2MetaHuman toolset, and
the bottom row shows our reconstructed geometry. The Mesh2MetaHuman
reconstruction requires an iPhone 12’s depth sensor, which is significantly
better than the depth sensors in the iPhone 13 and newer models (the
Mesh2MetaHuman reconstruction quality is remarkably worse on the
iPhone 13 and newermodels). The third column shows our textures, hair, and
eyebrows on both reconstructed geometries, since the Mesh2MetaHuman
toolset lacks the ability to reconstruct textures disentangled from lighting
and geometry.

most methods result in misaligned textures due to imperfections
in the predicted geometry. Thus in section 5.1, we discuss how to
leverage the methods proposed in section 4 in order to obtain better
texture alignment. In section 5.2, we illustrate how lighting estimates
can be used to remove baked in lighting via inverse rendering. In

section 5.3, we discuss the separation of an acquired texture into
high-frequency and low-frequency components and the subsequent
projection of the low-frequency component into a pre-computed
PCA basis (further removing baked in lighting information).

5.1 Texture Alignment and Averaging
Importantly, popular face representation frameworks (we use the
Metahuman [MHC 2023]) contain at least one default texture (often
synthetic) that has been correctly aligned with the texture coordi-
nates on the geometry; thus, we aim to align our subject-specific
texture with that default texture. At the end of the geometry refine-
ment (in section 4), each real-world image can be projected into
the texture map (and gathered to pixels/texels) in order to obtain a
corresponding texture. These projected textures will typically have
stretching artifacts and misalignment in areas where the camera
look direction is at a grazing angle to the geometry. Aiming to elim-
inate these artifacts, we combine all the projected textures into a
single stitched texture by choosing the color at each texel (texture
map pixel) from the texture map that had the most orthogonal ge-
ometry (as compared to the camera look direction) at that texel.
Afterwards, the stitched texture is warped to align with the default
Metahuman texture; then, all of the projected textures are warped
to match the aligned stitched texture. See Figure 7.

Fig. 7. The first figure shows color-coding to indicate which texture (front
view: white, three-quarters view: light red/blue, side view: dark red/blue)
is contributing to the stitched texture (in the second figure). The stitched
texture is warped to align with the default MetaHuman texture (shown in
the third figure), and then each of the individual textures is warped to align
with the stitched texture; afterwards, the textures are averaged together
using the blending discussed in section 5.1. The final result is shown in the
fourth figure.

The warping (in texture space) is accomplished by computing a
flow field f along the lines of section 4.2 with a few modifications.
The segmentation map network can be run on a rendered image
(using the texture under consideration) and subsequently projected
back onto the geometry and into texture space; alternatively, the
segmentation map network can be run directly on the texture image
(and works surprisingly well). Since each real-world image only fills
in a portion of the full texture, we found it beneficial to include an
additional term

L𝑙𝑚𝑘 (f) =
∑︁
𝑙

(
𝜁mh
𝑙

− 𝜂 (𝜁 (I𝑅), f)𝑙
)2

that encourages landmark alignment. 𝜁mh
𝑙

are the fixed locations
in texture space of hand-labeled landmarks on the MetaHuman
template. The landmark locations 𝜁 (I𝑅) can be computed on the
real-world image I𝑅 and subsequently projected into texture space
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or be computed directly on the projected texture (similar to the seg-
mentation map). 𝜂 warps the landmarks using bilinear interpolation
(to the pre-warped sub-pixel landmark locations) of the flow field f .

When warping each of the individual textures to align with the
stitched texture, we utilize (dark) moles as additional landmarks (in
the above equation). A square sample window is used to identify
texels that are darker than the mean texel color in the window. The
center of each connected component is identified as amolewhenever
the connected component’s area is larger than a threshold. Mole
correspondence (between the stitched texture and the texture that
is being warped to match it) is established by a greedy algorithm
that finds the closest mole with similar area working outwards from
the tip of the nose.
After warping, the textures are combined together using a spec-

ular falloff weighting along the lines of that discussed at the end
of section 4.2. Notably, since the face was rotated in a static light-
ing environment, this averaging helps to remove baked in lighting
information. We additionally reduce the per-texel specular falloff
weighting of a texture that has an adjacent view that is more or-
thogonal to the geometry at that texel, since the adjacent view
can likely provide a better approximation to the texture. For each
view, orthogonality is measured at each texel as −n · r; importantly,
this orthogonality measure is labeled to be unusable whenever it is
negative. Using this measure of orthogonality, the specular falloff
weighting is further multiplied by the ratio of the orthogonality
measures between the current texture and an adjacent texture when-
ever that ratio is less than one (when there are two choices for the
adjacent texture, the one with the smaller ratio is used).

5.2 Leveraging Lighting Estimates
An approximation to the real-world lighting can be used to improve
upon the result from section 5.1. This can be achieved numerically
using inverse rendering (e.g. to estimate a spherical harmonics ap-
proximation [Ramamoorthi and Hanrahan 2001]) or captured di-
rectly (e.g. via a chrome sphere environment map). Some phone apps
(e.g. HDReye [HDReye Technologies Inc. 2023]) use HDR capture
and automatic stitching to create environment maps; in addition,
consumer-level 360◦ cameras (e.g. Insta360 X3 [Insta360 2023] and
Ricoh Theta [RICOH360 2023]) are becoming more prevalent. We
have also experimented with programming an at-home large-screen
TV in order to mimic various light patterns from a light stage (see
also [Sengupta et al. 2021]).
Given any of the aforementioned lighting estimates, we can im-

prove the texture from section 5.1 via inverse rendering. The ob-
jective function includes the per-pixel differences between the real-
world image and the corresponding synthetic rendering for each
of the five views, but these per-pixel differences are given specu-
lar falloff weightings (discussed at the end of section 4.2) in order
to diminish contributions along the silhouette boundaries of each
view. A Laplacian term is used on the texel deltas to ensure smooth
changes in the texture. The spherical harmonics parameters can be
jointly optimized, if desired.

5.3 Frequency Separation and PCA Projection
Whether a texture is acquired via the algorithms proposed in section
5.1 or 5.2 or the photon mapping process from section 4 (or other
previous work), the result needs to be converted into a fully de-lit
albedo texture (required in a standard graphics pipeline). At this
point in our process, the majority of the baked lighting information
is contained in the lower frequencies of the texture, while person-
alized features such as moles tend to be contained in the higher
frequencies. Thus, we separate the texture into high-frequency and
a low-frequency components by applying a Gaussian low-pass filter.

We remove the baked-in lighting from the low-frequency compo-
nent via PCA projection. Starting with the MetaHuman database of
albedo textures (from real-world scans), we perform whitening and
subsequently calculate a PCA basis. Then, we optimize the coeffi-
cients of the first five bases in order to match the pixel color of the
whitened low-frequency component using an L2 regularizer. We
ignore eyebrow regions (since they are incorrectly baked into the
texture), eye folds/sockets, and the inner nostril during PCA pro-
jection, but do reconstruct these regions. In order to capture some
of the facial stubble, moles, and other details, the high-frequency
component is added back to the non-ignored regions. See Figure 8.

Fig. 8. PCA-projected low frequency texture (left). Final texture (right), after
adding back the high-frequency component. Bottom row is a zoomed-in
version of the top row. Note the facial stubble, lip wrinkles, and mole.

We select the best-fit hair and eyebrows from the MetaHuman
preset options. Since the MetaHuman database has relatively limited
choices for hair and eyebrows (which one would expect to improve
over time given the variety of character customization abilities in
recent high-end video games), we slightly (manually) sculpt the
hair and eyebrows to better match the images. The character cus-
tomization controls for the eyes are more readily usable (no manual
sculpting is necessary). Notably, character customization options
are becoming more democratized, and non-expert users (non-artists)
can reasonably match hair, eyebrows, etc. (when appropriate options
are available); however, a non-expert user (or even a trained artist)
would struggle to capture the overall face shape and appearance
(which is the focus of Sections 4 and 5). See Figures 9, 10, and 11.
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Fig. 9. Comparison between captured images and our reconstructed geom-
etry/texture for five views. The synthetic rendering utilizes lighting similar
to that present in the real-world images. See also Figure 11.

Fig. 10. Comparison between captured images and our reconstructed geom-
etry/texture for five views. The synthetic rendering utilizes lighting similar
to that present in the real-world images. See also Figure 11.

6 VIDEO-BASED RECONSTRUCTION
In this section, we briefly discuss how our method adapts to the
situation when one lacks access to the subject (e.g. one might desire
a younger version of themself, the subject may be deceased, etc.).
When high-quality images of a neutral expression in each of our
five required views are available (either as images or as a subset of
a webcam/YouTube/etc. video), the methods proposed in sections 4
and 5 require no modification; however, the initial reconstruction
(from section 3) would need to be replaced with template MetaHu-
man geometry (typically degrading the quality of the final result). A
better initial guess could be obtained by training a deepfake model
on the video footage (as discussed in [Lin et al. 2022]). When images
of a neutral expression in each of our five required views are not
available, a deepfake model (trained on the video footage) could
be used to create surrogate images suitable for our pipeline. Figure
12 illustrates the results we obtained on two publicly recognizable
figures.

7 ANIMATION RIG
The Mesh2Metahuman pipeline creates geometry topoligized to be
consistent with an underlying animation rig (see section 7.1). As
noted near the end of Section 3, additional displacements (on top of

Fig. 11. The reconstructed avatars from Figures 9 and 10 rendered under
various novel lighting conditions.

the neutral identity blendshape) are typically required in order to
better match an input mesh. When these additional displacements
are large (see e.g. Figure 14), subsequent animations often possess
undesirable artifacts. Section 7.2 discusses how a volumetric morph
of the animation rig removes the need for these additional displace-
ments. Although the morphed animation rig fits the reconstructed
geometry quite well, it still will not have the same motion signatures
as the real-world subject (e.g. the subject’s actual smile will be dis-
similar to a dialed-in smile on the animation rig). We address this by
capturing a number of basic expressions via a Simon Says approach
(Section 7.3), and subsequently using them to build a personalized
animation rig (Section 7.4).

7.1 MetaHuman Animation Rig
The MetaHuman animation rig [Franc 2023] is freely available in
the Unreal Engine [Epic Games 2023], and the open-source code can
be used outside the Unreal Engine as well. The top level implemen-
tation exposes a set of sliders that non-experts can readily use to
control a face, see Figure 13. For the sake of real-time applications,
deformations from a neutral geometry are primarily implemented
via joints and linear blend skinning. The approximately 200 control
sliders are mapped to translations and rotations of about 800 joints.
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Fig. 12. In order to demonstrate the efficacy of our approach (from sections
4 and 5) when one does not have access to the subject, we chose two publicly
recognizable figures to reconstruct from online images/video.

A more computationally expensive version of the animation rig
uses about 700 blendshape correctives on top of the joint-based
deformations.
Given a textured face geometry (the texture needs to be suit-

able for landmark detection), the Mesh2MetaHuman pipeline [M2M
2023] creates an appropriately topologized neutral identity blend-
shape𝑁mh as well as a corresponding animation rig. The placements
of the joints, the mappings from slider controls to joint displace-
ments (position and orientation), the linear blend skinning weights,
the blendshape correctives, and the mappings from slider controls
to blendshape corrective weights are all determined automatically
by leveraging a database of expertly hand-crafted animation rigs.
As is typical, this database was constructed from light stage (and
other) scans of various individuals. Due to limited representability in
the database, 𝑁mh can deviate quite a bit from the input geometry;
thus, an additional displacement blendshape 𝐷mh is added on top
of 𝑁mh. See Figure 14. Although 𝐷mh mostly rectifies the inability
of the database to adequately represent the input geometry, the
animation rig is meant for 𝑁mh not 𝑁mh +𝐷mh. See Figure 15. This
can lead to various animation artifacts (we remedy this in section
7.2). See Figure 16. It is also important to note that one would not

Fig. 13. 2D graphical user interface for MetaHuman animation rig control.

generally expect the blending of animation rigs from a database to
adequately capture the motion signatures of any particular individ-
ual not already in that database (we address this in Sections 7.3 and
7.4).

7.2 Volumetric Morph
Figure 14 shows input geometry that is not well-represented by the
MetaHuman database. This leads to a reconstructed neutral blend-
shape 𝑁mh that differs significantly from the input geometry; thus,
additional displacements 𝐷mh are added on top of 𝑁mh. Problemat-
ically, the animation rig is intended for 𝑁mh not 𝑁mh + 𝐷mh. See
Figures 15 and 16. We remedy this by volumetrically morphing the
animation rig to better fit 𝑁mh + 𝐷mh, allowing for the removal of
the extra displacements entirely. In particular, we morph from 𝑁mh

to �̂� , where �̂� represents the result of our geometry optimization
(from Section 4).

Following [Cong et al. 2015], we extend the 𝑁mh to �̂� per-vertex
displacements to a volumetric field by solving three decoupled three-
dimensional Poisson equations. The computational domain is speci-
fied by an oversized bounding box and discretized with a Cartesian
grid of suitable resolution. Dirichlet boundary conditions are speci-
fied on any Cartesian grid edge that intersects 𝑁mh using barycen-
tric interpolation of the per-vertex displacements. After solving the
Poisson equations, trilinear interpolation can be used to determine
the displacements required to morph each joint’s position. In order
to update a joint’s orientation, three additional sample points (𝑥0+𝜖i,
𝑥0+𝜖j, and 𝑥0+𝜖kwhere 𝑥0 is the unmorphed joint position and 𝜖 is a
small number) are morphed to their new locations and subsequently
used to determine a rotation (taking care to re-orthogonalize after
the morph). The blendshape correctives can be rewritten in the local
coordinates of 𝑁mh, identity-transformed to the local coordinates of
�̂� , and then transformed back out of local coordinates (independent
of the volumetric morph). The mappings from slider controls to
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Fig. 14. Top: scan of an individual that is not well-represented by the
MetaHuman database. Bottom left: identity blendshape 𝑁mh reconstructed
from the MetaHuman database. Bottom right: adding an additional dis-
placement blendshape 𝐷mh to the identity blendshape 𝑁mh results in a
better match to the scan.

joint displacements (position and orientation), the linear blend skin-
ning weights, and the mappings from slider controls to blendshape
corrective weights are left unchanged.

7.3 Simon Says
One would not generally expect the blending of animation rigs
from a database to adequately capture the motion signatures of any
particular individual not already in that database; thus, we capture
a number of basic expressions and subsequently use them to build
a personalized animation rig (see Section 7.4). To balance between
animation rig quality and capture session length (and complexity),
we select 27 expressions (divided into two groups):

• pucker, nose wrinkle, cheek raise, mouth stretch, squint
lower eyelid, lip corner pull, jaw open, brow lower, brow
raise, blink

• upper lip raise, nose wrinkle combined with upper lip raise,
sharp lip corner pull, mouth dimple, lip corner depress, lower
lip depress, purse, lips towards, funnel, funnel purse, funnel
towards, oh, jaw open extreme, lip corner pull combined

Fig. 15. Top: the Mesh2MetaHuman animation rig fits 𝑁mh well, by design.
Middle: the Mesh2MetaHuman animation rig does not fit 𝑁mh +𝐷mh well.
Joints can be too deep inside of or even outside of the surface geometry;
perhaps more importantly, joints are improperly aligned with the surface
topology. Bottom: our volumetrically morphed animation rig fits𝑁mh+𝐷mh

well.

with jaw open, mouth stretch combinedwith jaw open, smile,
smile stretch combined with jaw open
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Fig. 16. Top row: the animation rig fits 𝑁mh well, and also animates it
well. Middle row: The animation rig does not fit 𝑁mh + 𝐷mh well, and
thus does not animate it well. Bottom row: our morphed animation rig fits
𝑁mh + 𝐷mh well, and also animates it well. All three rows have identical
animation rig controls (for purse and funnel) dialed in. Note the semantically
similar expressions in the top and bottom rows (as expected); in contrast,
the poor-fitting animation rig (middle row) incorrectly makes a semantically
dissimilar expression.

noting that the second group can (optionally) be omitted for brevity.
The capture session is guided via a Simon Says approach, where

the user’s avatar (built via Sections 3, 4, 5, and 7.2) makes an ex-
pression that the user attempts to match. See Figure 17. Instead of
giving users obscure terminology for various expressions, visual
cues better enable non-experts to quickly understand each expres-
sion (especially when the visual cues are on an avatar similar in

appearance to the user). The visual interface shows a video feed of
the user side by side with their avatar, see Figure 18.

Fig. 17. The 27 expressions we capture in order to build a personalized
animation rig. Left: the avatar makes an expression, which is shown to the
user (see Figure 18). Right: the user makes their version of that expression.
The differences between the animation rig expressions and the user’s expres-
sions are quite apparent; in particular, the user opens their jaw differently,
makes different mouth shapes, and sometimes struggles to make a similar
expression (for example, see the last column of the first row).
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Fig. 18. Visual interface for the Simon Says capture session. A video feed
of the user is shown side by side with their avatar. When a pose is finalized,
the user clicks a button in order to capture/save the image of their face.

7.4 Personalized Animation Rigs
For each of the 27 images from the Simon Says capture session (see
Figure 17, columns 2,4, and 6), the geometry refinement method
from Section 4 can be used to reconstruct geometry correspond-
ing to the expression. Since only a single image (not multi-view) is
available, more regularization is required; thus, we optimize for ani-
mation rig degrees of freedom instead of per-vertex displacements
(but otherwise follow Section 4). Using animation rig degrees of
freedom also allows one to ignore or remove spurious geometry
matching unrelated to a given expression (for example, only mouth
degrees of freedom should be activated during a smile). Degrees of
freedom that should not be active for a given expression can either
be ignored during the optimization or be set identically to zero as
a post process (after the optimization). In addition, this allows the
capture of symmetric expressions (such as a smile) to be used to
obtain geometry for asymmetric expressions (such as a left-only
or right-only smile) simply by setting (approximately) half of the
controls to zero as a post process.

For each of the 27 basic expressions, the reconstructed geometry
is used to modify the corresponding expression in the animation rig.
Since each of these is a primary expression in the animation rig, they
are straightforward to modify. After dialing the sliders correspond-
ing to an expression to their maximum value, the difference between
the deformed avatar and the reconstructed geometry is used to re-
place the corrective blendshape associated with that expression.
Optionally, one could instead modify the joint displacements in
order to be more consistent with the reconstructed geometry; al-
though, a (smaller magnitude) corrective blendshape would still
be required in order to exactly match the reconstructed geometry.
Modifying primary expressions also indirectly modifies the complex
expressions that are composed of multiple primary expressions. The
complex expressions can be preserved by modifying their corrective
blendshapes with displacements opposite of those that were used to

modify any primary expression that they depend on. A similar ap-
proach could be taken when choosing to modify joint displacements.
See Figure 19for two samples (chosen from the 27, for brevity).

Fig. 19. Before (left) and after (right) modifying the animation rig with
reconstructed geometry from the Simon Says capture session (the cor-
responding image from the Simon Says capture session is shown in the
middle).

8 DISCUSSION AND CONCLUSIONS
We chose to use the MetaHuman framework because it provides a
full head, face, and neck (not just a floating face mask) as well as
a default animation rig (however, we did have to devise our own
method for adding textures). The use of any other suitable database
(either existing or future) will be subject to issues similar to those
discussed in this paper: the size of the database will be limited by the
difficulties associated with scanning individuals and creating suit-
able personalized animation rigs, the representability of the database
will be lacking due to its limited size (especially when considering
the large variance in human faces and expressions), the limited
representability will lead to poor results (poor geometry, texture,
and animation rigs) for individuals that are not well-represented by
the database, etc. Our methods for geometry refinement (Section 4),
creating de-lit textures (Section 5), morphing template animation
rigs to better fit optimized geometry (Section 7.2), and modifying
animation rigs to contain personalized motion signatures (Sections
7.3 and 7.4) should thus be useful for improving the results from
any database (not only the MetaHuman database)

We would like to stress the importance of capturing and utilizing
profile views, as they are crucial for obtaining the correct geometry
(not discernible from front facing views, due to depth ambiguities).
Although there is a plethora of work that focuses on primarily
front facing views, the importance of capturing and evaluating
the results from novel views is becoming more prevalent in the
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literature, e.g. [Wu et al. 2023b]. The importance of obtaining the
correct geometry (and texture) becomes even more apparent when
subsequently animating/deforming the face; although the neutral
identity may appear correct, expressions can lie in the uncanny
valley. This is perhaps even more important when one considers
subsequent biomechanical simulations where areas and volumes
(not only two-dimensional projections) need to be accurate.

Our approach of using baked-in lighting to create surrogate fea-
tures can be used to improve an initial reconstruction from any
method. More importantly, it can be used to improve avatars (such
as MetaHumans) directly. This is essential since any mesh-to-rig
pipeline will be subject to the inadequacies of its database (and
thus both hallucinate and be lossy). Our method for obtaining de-lit
textures allows the reconstructed avatar to appear realistic in novel
lighting environments while still maintaining the high-frequency
moles, stubble, etc. required to preserve likeness. Our video-based
reconstruction results illustrate that we can create avatars for sub-
jects we do not have access to with only a small modification to our
pipeline. Finally, our rig building approach alleviates some of the
issues associated with the representability gap between any partic-
ular individual and a database of (preferably, carefully handcrafted)
rigged avatars. The volumetric morph better fits the animation rig
to the geometry (removing both deformation artifacts and issues
with semantics), and the Simon Says approach enables a non-expert
user to capture expressions important for reproducing their motion
signatures.
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