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ABSTRACT
Eye gaze is compelling for interaction with situated displays
as we naturally use our eyes to engage with them. In this work
we present SideWays, a novel person-independent eye gaze
interface that supports spontaneous interaction with displays:
users can just walk up to a display and immediately interact
using their eyes, without any prior user calibration or training.
Requiring only a single off-the-shelf camera and lightweight
image processing, SideWays robustly detects whether users
attend to the centre of the display or cast glances to the left
or right. The system supports an interaction model in which
attention to the central display is the default state, while “side-
long glances” trigger input or actions. The robustness of the
system and usability of the interaction model are validated
in a study with 14 participants. Analysis of the participants’
strategies in performing different tasks provides insights on
gaze control strategies for design of SideWays applications.
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INTRODUCTION
Eye gaze is a modality of interest for spontaneous interaction
with displays, as we naturally use our eyes to engage with dis-
plays we encounter, and as other modalities are often not as
readily available as our eyes. However, eye gaze is difficult
to harness for spontaneous and pervasive use. A limitation
that undermines the idea of spontaneous interaction is that
eye trackers generally require a calibration phase before inter-
action can commence, every time a user steps up to a display.
An additional problem is the dependence of existing methods
on specialist hardware and illumination of the eye, which can
be difficult to provide on pervasive scale.
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Figure 1. SideWays enables spontaneous eye-based interaction with dis-
plays: users can just walk up to a display and immediately interact with
it using their eyes, without any prior calibration or training. In this ex-
ample, the user controls a cover flow with looks to the left and right.

In this paper, we present a novel eye gaze interface, designed
for users to be able to just walk up to a display and casually
assume control, using their eyes only. Our system, SideWays,
requires only a single off-the-shelf camera and distinguishes
three gaze directions (to the left, right and straight ahead) as
input states. These input states are detected in a spontaneous,
robust and person-independent manner. There is no training
or calibration involved, and no adaptation to individual users.
Any user can step up to the display, and the system will be
able to respond immediately to their attention (see Figure 1).

The interaction model we have designed for SideWays as-
sumes a central region of interest on the display to which
users align their gaze (e.g. guided by visual design of the in-
terface), and adjacent areas to the left and right that users can
select with “sidelong glances”. A look straight ahead is inter-
preted as attention to the centrally displayed content. In this
state, the interface is kept stable, and the eyes do not trigger
any action. In contrast, glances to the left or to the right are
associated with input actions. In terms of application logic,
these glances are like pressing (and holding) a button, but the
user experience may be more subtle and fluid with interface
designs that have such actions appear natural and implicit.

In developing SideWays, we contribute as follows. First, we
present a novel image processing method for detection of eye
gaze directions. The new idea underlying the method is to
measure the distance between inner eye corner and eye centre
for both eyes in order to robustly classify gaze directions. For
this, we have developed a processing chain including a novel
method for eye centre localisation (using colour edges as they



prove more robust under real world conditions). Secondly, we
describe a study in which we evaluated SideWays with 14 par-
ticipants on three interactive tasks (selection, scrolling, and
slider control). The selection task served to characterise the
system in terms of correct detection of input depending on
time window of observation of the eyes, while the other two
tasks assessed usability of the interface and interaction model
for control tasks. Thirdly, we analyse the participants’ be-
haviours in performing the different tasks. This lets us draw
out insights on user’s gaze control strategies, and derive de-
sign considerations for application of our system.

RELATED WORK

Eye-based Interaction
Early work on eye gaze interaction demonstrated selection on
menu grids [6] and gaze-based techniques within the WIMP
paradigm (windows, icons, menus, pointers) of our desktop
computers [7]. The underlying model is to treat gaze as a
pointing device, for example as alternative to mouse use for
object selection in conventional interfaces [18], or for fast
hands-free input with special-purpose visual interfaces [26].
In conventional settings, pointing accuracy is achieved with
remote eye gaze trackers that require users to calibrate their
gaze prior to interaction [10]. In contrast, we target pervasive
settings and adopt a deliberately simpler gaze model to fa-
cilitate spontaneous and calibration-free interaction, between
users and displays that have never seen each other before.

Use of the eyes for interaction with pervasive devices has pre-
viously been explored in work demonstrating attentive user
interfaces that respond to eye contact [24]. This has been re-
alised with pervasive eye contact sensors mounted on “smart”
devices and objects [23], as well as with wearable devices
that detect gaze orientation towards infrared tags placed in
the environment [20]. In SideWays, we likewise detect gaze
for attention to pervasive displays but in addition enable users
to provide input with looks to the left or right from their cen-
tre of attention. Contrasting previous work, we do not require
special-purpose hardware but detect eye gaze with a camera.

Sideways targets interaction with displays we encounter in
our environment. A large body of work provides general in-
sight into how people interact with displays in public settings
(e.g., Opinionizer [1], Citywall [15] and Looking glass [12]),
which is of importance to inform practical deployment of
Sideways. A variety of projects have used head orientation
towards large displays in presumed approximation of what
people look at [11, 13, 19]. However, Mubin et al. found in an
“interactive shop window” study that only few users aligned
their heads with their gaze [11]. Other work has focused on
low-cost extension of public displays for gaze pointing how-
ever still requires a calibration phase prior to interaction [16].
Contrasting extension of display, EyeGuide [3] explored use
of a wearable eye tracking for interaction with pervasive dis-
plays. In contrast, our focus is on enabling interaction with
public display without any instrumentation of the user. In our
approach, all a user needs for interaction is their eyes.

Magee et al. reported a vision-based system that is similar to
ours as it detects rapid eye movements to the left and right

as command input [9]. However their system was specifically
designed for a user with severe cerebral palsy and was primed
to detect occurrences of a left/right movement, while we con-
tinually classify eye gaze direction. Kumar et al. presented
several gaze-enhanced scrolling techniques for manual and
automatic scrolling which use gaze as primary or complemen-
tary input [8]. In this work, scrolling is among three tasks on
which we evaluate usability of our gaze interaction system.

Eye Tracking and Gaze Estimation
Research on gaze estimation mostly focuses on model-based
approaches, such as Pupil Centre Corneal Reflection (PCCR)
techniques [28, 29]. These techniques require specialised
hardware and additional light sources, such as infrared illumi-
nation [5]. Gaze direction is estimated by detecting the pupil
centre and a reflected ”glint“ on the cornea. With a geometric
model of the eye, accurate gaze estimates are derived from
the offset of the glint. However, the approach is problematic
for pervasive settings as it requires controlled lighting condi-
tions for illuminating the eye and for robust detection of light
reflected from the spherical surface of the cornea.

Most commercially available eye trackers are based on model-
based approaches and are typically geared toward desktop
use. These systems require user-dependent calibration [2,
10]. More sophisticated eye trackers use stereoscopic views
with multiple cameras or multiple light sources for multiple
glints to avoid calibration for each individual [5]. A few user-
independent eye-trackers using model-based approaches have
been shown to work in laboratory conditions [28].

Recent efforts aim to avoid specialised hardware and infrared
light sources to estimate gaze. Appearance-based approaches
work under visible light and use image processing and ma-
chine learning techniques to estimate gaze directly from im-
ages recorded with video cameras [14, 21, 27]. Such ap-
proaches avoid calibration but require a priori training with
eye images of the users, which prohibits spontaneous interac-
tion. Sesma et al. conducted an offline evaluation of the pupil
centre-eye corner vector as a feature for gaze estimation using
a webcam-based eye tracking system [17]. However, their ap-
proach is person-dependent and initial calibration is required
for each user to obtain the interpolation equation.

THE SIDEWAYS SYSTEM
The SideWays system is designed to detect gaze attention to
a display, and to support gaze selection of areas to the left
and to the right of the display’s centre. The only hardware
required for the system is a single off-the-shelf RGB video
camera, positioned to capture the scene in front of the dis-
play. The system takes video frames as input, and analyses
these with image processing techniques. Figure 2 illustrates
the processing chain, from face detection and segmentation
of eye images to detection of inner eye corners and localisa-
tion of pupil centres. The output from image processing are
the distances of the eye centre from the eye corner for both
left and right eye. Our system uses these distances to discrim-
inate gaze directions as L(left), R(right) and C(centre). We
explain both the image processing chain, and the eye gaze
classification method in detail.
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Figure 2. This diagram illustrates the image processing of the SideWays system

Image Processing
Face and Eye Detection
The images from the video camera are subject to variable
lighting conditions, such as shadows, bright lights, low con-
trast, motion blur or noise. To tackle these problems, we first
apply a bilateral smoothing filter to reduce noise while pre-
serving edge information. The filter smooths regions while
preserving, and enhancing, the contrast at sharp intensity gra-
dients. After the image is pre-processed, we use a Viola-
Jones face detector to detect the user’s face and eyes in real
time [25] (see Figure 2: A2). The face detector identifies a
rectangular area of the largest face in the scene. In order to
improve performance and reduce the computational cost, we
only search for eyes in the top half region of the face. The
system further detects the left eye by examining the left half
of the facial area, and likewise for the right eye. Our system
finally extracts two image patches that represent the output of
this first processing step, one for each eye (A3).

Detection of the Inner Eye Corners
To detect the inner eye corners, where the upper and lower
eyelids meet (the so-called eye canthi), our system applies a
Harris corner detection separately to each eye image patch.
The method detects the locations of interesting windows
which produce large variations when moved in any direc-
tion in an image. Locations which are above a threshold are
marked as corners. Besides eye corners, the output could also
include other feature points of local intensity maximum or
minimum, line endings, or points on a curve where the cur-
vature is locally maximal in the image. As this may result
in several candidate eye corner points, the system further ap-
plies a canny edge detector (B2). A canthus region should
exhibit strong edges where the upper and lower eyelid edges
meet. Accurate canthi locations can then be obtained by con-
sidering only those candidate points that lie on the detected
eyelid edges (B3). All other candidate points are discarded.

Localisation of Eye Centres
To localise the eye centres, we have develop a novel method
that exploits the semi-circular structure of the eye iris and
pupil as described in [22]. The captured eye images are
strongly influenced by shadows cast in inner eye corners and
by screen reflections. To reduce this effect, colour edges are
obtained from cropped RGB eye images by using the Gaus-
sian colour model proposed by [4] (C1). The isophotes of an

image are curves connecting points of equal intensity [22].
We compute the isophote curvature map and calculate the
isophote radius on the edges (C2). The eye centre is detected
as the location with maximum isophote centre votes (C3)).

Discrimination of Gaze Directions
In each video frame, we obtain the pupil centre (C4) and the
inner canthi (B4) as result of image processing. Figure 3 il-
lustrates how we use these to derive gaze direction. Consider
first that we look straight ahead. In this case the pupil centres
of both our eyes will be similarly distant from the respective
inner eye corners. If we look to the left, then the distance
of our left pupil from its inner eye corner increases, while
the distance of the right pupil from its inner corner decreases.
Conversely, a look to the right means that the left pupil moves
closer to its inner eye corner, while the right pupil moves fur-
ther away. Consequently, to determine different gaze direc-
tions, we calculate the ratio r of the eye-centre Pcx to inner
canthi Cix distances of both eyes as

r = |CiR − PcR

CiL − PcL
| (1)

where CiR and CiL are the x coordinates of inner eye corners
from the right and left eye images, PcR and PcL are the x
coordinates of pupil centres from the right and left eyes.

For each video frame, we calculate the inner canthi to pupil
centre distances for both eyes. At time t (t = 1, 2.., T ), we
denote the measurement of our observed gaze direction for
frame ft as Ot. A general threshold Tr is set for classifying
frame ft as three gaze directions which are L(left), C(centre),
R(right) according to the following rules:

Ot =


R(right), if Tr < |r| < TrMAX

;
L(left), if 1/TrMAX

< |r| < 1/Tr;
C(centre), otherwise.

(2)

where Tr = 1.3 is optimised for the user study (derived from
the preliminary study) and TrMAX

is a constant upper bound.

Activation Using a Smoothing Window
To smooth the decision made for each video frame, we adopt
a sliding window approach (as shown in Figure 4). We per-
form a smoothing window with a size of W over the observa-
tions ofW image frames. We consider all observations within
time span [t, t+W − 1]. The input to the decision system is
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Figure 3. Three gaze directions are determined by the distance ratio of
eye-centre Pcx to inner canthi Cix for both eyes.
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Figure 4. The activation of a gaze direction is based on a smoothing
window. As the camera captures images in real-time, a stream of gaze
directions fill the frames in the sliding window. An activation is triggered
when the same gaze direction is detected consecutively.

a set of measurements O1:W = {Ot|1 ≤ t ≤ W} where
Ot ∈ {L,C,R} in a sliding window of W frames within
time span [t, t + W − 1]. We process all images frame by
frame from the start. For each incoming frame, we collect
new observations denoted as Ocurrent. The set of measure-
ments O1:W corresponding to time span [t+ 1, t+W ] in the
buffer is updated. We only consider valid observations when
both eye corners and centres are detected. As shown in Fig-
ure 4, an activation is triggered when the same gaze direction
is detected consecutively in the sliding window.

We distinguish two different activation approaches: discrete
and continuous. Discrete activation clears all measurements
O1:W in the sliding window after an event is triggered. This
causes delay as a new stream of measurements in the sliding
window need to be collected. Continuous activation only up-
dates the last measurement in the sliding window with every
incoming frame, hence, allowing for fast response.

USER STUDY
The interaction model proposed for the SideWays system is
to treat gaze straight at the display’s centre as a default state
in which the eyes do not trigger any action, while “sideways”
glances to the left or right are foreseen for user input. We
designed a user study to evaluate our system and the proposed
interaction model on three generic tasks: Selecting, Scrolling
and Sliding. For each task, we run a separate experiment to
evaluate different aspects of our system.

Selecting was always conducted first as it was designed to
fundamentally characterise the interface in terms of correct
classification of input depending on size of the sliding win-
dow used in the process. A smoothing window of five frames
was used but data was collected for post-hoc analysis of detec-
tion accuracy versus speed (shorter smoothing windows). The
other two experiments were conducted in counter-balance.

Figure 5. A snapshot of a study session.

Scrolling tested the users’ ability to use our system for dis-
crete scrolling through a list of items. A window size of four
was used with discrete activation, so that a scroll step was exe-
cuted only if the user’s gaze dwelled for four valid frames on
the left/right control. Sliding tested control of a continuous
slider and the users’ ability to move a slider to accurately hit
a target position. A window size of three was chosen with
continuous activation, which meant that that a sliding step
was executed in each frame, for as long as the detected gaze
direction matched the previous two frames. Three different
speeds of the slider were used, and data captured to analyse
how often users needed to change sliding direction to reach
the target.

Participants
Fourteen paid participants (six female, eight male), with body
heights ranging from 1.65m to 1.96m (M=1.77, SD=0.10),
aged between 21 and 47 years (M=28.79, SD=7.27), and var-
ious eye colours took part in the study. Three participants
wore contact lenses during the study.

Apparatus
The hardware setup for our study consisted of a 55 inch
(121cm×68.5cm) LCD display from Philips with a resolution
of 1920x1080 pixels, mounted on the wall at 120cm height
(lower bezel). A Logitech HD Pro Webcam C920 with a res-
olution of 1280x720 pixels and a video frame rate of 30Hz
was mounted on a stand and positioned 60cm in front of the
screen (see Figure 5). The real-time image processing and
gaze estimation software was implemented in OpenCV, and
ran on a laptop with a 2.67GHz processor and 4GB of RAM.

The study was conducted in office space under normal light-
ing conditions. We asked participants to stand at a distance of
1.3m in front of the display (visual angle of the display 49.9◦
horizontal, 29.5◦ vertical). A marker on the floor indicated
where the participant should stand. However, during the user
study, participants were free to fine tune the distance for their
own comfort. The distance between the camera and the user
was 70cm±5cm. The captured image resolution was 300x300
for faces, and 80x70 for eye images, slightly varying across
users. In a real world deployment, cameras would typically
be mounted on the display but we positioned it closer to the
user as we aimed to evaluate interaction with our system, not
the limits of eye pupil and corner detection.



(a) Selecting. (b) Scrolling. (c) Sliding.

Figure 6. The interfaces of the three tasks in our user study. (a) The participants read the green arrow to find out which direction to look at and stare at
the corresponding red stimulus. (b) The participants scroll through a set of objects to find the one that matches a predefined target. (c) The participants
control a horizontal slider and bring the slider indicator on top of the vertical bar.

Procedure
Each session lasted for approximately 45 minutes. Partic-
ipants were first introduced to the system and allowed to
complete one trial of each task. All participants then first
completed the Selecting experiment, while the remaining two
experiments were counter-balanced. After each experiment,
user feedback was collected with a questionnaire. The ques-
tionnaire asked for the participants’ subjective experience,
problems they encountered, and strategies to overcome issues
of the system.

Experiment 1: Selecting
In the selecting task, participants had to look at either the left
or the right region of the display. Participants were asked to
initially focus on the centre region of the display. Once the
system had detected the participants’ gaze, the system indi-
cated the desired gaze region using a green arrow pointing
either left or right. In addition, a red circle was shown in
both the left and right region to assist participants in fixating
on that region (see Figure 6(a)). The system continuously es-
timated the gaze direction with a smoothing window of five
frames. Upon detection of gaze on the correct target, the tar-
get colour would change from red to green. Participant’s were
instructed to return their gaze to the centre after each comple-
tion of a trial. With a short delay, the next trial would be
triggered by display of an arrow. In total, this was repeated
twelve times (six for each direction, randomised).

Experiment 2: Scrolling
In the scrolling task, participants were asked to scroll through
a list of objects using their gaze and to find the object that
matched a predefined target. We used a combination of four
shapes (circle, square, triangle, and star) and four colours (red,
green, blue, and yellow) to represent a set of sixteen scrolling
objects (see Figure 6(b)). At the beginning, the sixteen ob-
jects were randomly placed horizontally at equal distances,
arranged as a flow with the display as viewport showing the
current selection in the middle, and one adjacent object on ei-
ther side. Participants then had to scroll through the objects
to find a preselected object that was indicated by a coloured
dash-bordered shape and shown at the centre of the display.
Participants had to look left or right of the display to scroll
items from that direction toward the centre. Arrows were dis-
played on both sides of the display to help participants fixate.
The task was repeated six times, and each time with a dif-

ferent target shape. For each iteration, the browser starting
position alternated between the left-most and the right-most
positions of the object collection.

Experiment 3: Sliding
In the sliding task, the participant’s objective was to control
a horizontal slider by moving the slider indicator either left
or right onto a target position with their eyes. For this task,
the display showed a horizontal slider widget in the centre
region (see Figure 6(c)). The slider target was represented
by a black line, and it contained a red circle as slider indica-
tor. Green arrows on the left and right display regions repre-
sented the slider’s controls. At the start of the task, the indica-
tor was placed at either the left-most or the right-most slider
position, and the distance to the target was always 480 pix-
els. When participants looked at the left controller, the slider
would progress one step width to the left in each frame, and
vice versa for the right control. Sliding speed was increased
over the trials, with three step widths representing 0.01, 0.025
and 0.04 of total screen width (i.e. 19.2, 48, and 76.8 pixels),
requiring 25, 10 or 6 steps respectively to reach the target.
When participants were satisfied that they had reached the tar-
get, they returned their gaze to the centre of the display to
complete the trial. The task was repeated twice for each step
size, for a total of six trials per participant.

RESULTS
Four of the 14 participants required eyeglasses for correct vi-
sion and three wore contact lenses while the fourth removed
his glasses. One of them reported that the contact lenses had
affected her speed in fast and frequent eye movements, and
that they caused discomfort after using the system for a while.

Two participants experienced asymmetric system perfor-
mance in left and right directions. One of them explained
that she had had an eye operation, which effected gaze to the
right. The other participant reported better performance for
gaze to the right but her reason was unknown. However, she
described that she compensated by turning her head slightly
towards the opposite direction. The participant who removed
his glasses was far-sighted. He often squinted his eyes while
looking at the display, which drastically slowed down the sys-
tem’s detection speed (more frames were discarded for lack
of pupil detection, and the smoothing window would fill up
more slowly). Several participants reported that blinking also



w = 2 w = 3 w = 4 w = 5

Correct 135 151 160 162
Wrong 12 5 2 0
Missed 21 11 6 6

Table 1. Number of correct, wrong (detected as opposite direction) and
missed (detected as center) detections of the total 168 trials of selecting
tasks using different window sizes.

t < 2(s) t < 3(s) t < 4(s) t < 5(s) overall

w = 2 76.8% 78.6% 79.2% 80.4% 80.4%
w = 3 80.4% 86.9% 89.3% 89.9% 90.4%
w = 4 81.5% 87.5% 90.5% 91.1% 95.2%
w = 5 72.0% 84.5% 88.1% 91.1% 96.4%

Table 2. Accuracy for selection over different window sizes and timeout
thresholds.

reduced the system’s detection speed. This was not surpris-
ing given that blinking caused the eyelids to occlude the eye
pupils, so the system could not determine their gaze direction.

Selecting Task
Participants performed a total of 168 trials (12 each) of look-
ing left and right for selection. Table 1 summarises the results
with post-hoc analysis for different window sizes. Eye gaze
matching the target was counted as correct, eye gaze on the
opposite target counted as wrong (faulty selection), and eye
gaze in the centre as missed (no selection). Window size 5, as
experienced by the users in the study, results in the least num-
ber of errors. This was expected, as increasing the window
size also increases certainty. Analysis of recorded data re-
vealed that three of the errors (missed selections) were from
one participant due to squinting. On average, users needed
1.78s (SD=0.3s) per selection, but the user who squinted re-
quired an average of 2.91s. Although increasing the win-
dow size provides better detection accuracy, it inherently in-
creases the time required to detect a correct selection. Table
2 provides an analysis of correct detection rates depending on
window size and time thresholds. The results indicate that a
window size of four frames is optimal, but windows of three
frames perform almost as well for detection in limited time.

Participants reported that using our eye-based system for left
and right selections was “intuitive”, “easy to perform”, and
“suitable for touch-free interactions”. However, two men-
tioned problems, such as inconsistency in system response
time, one of them noting that to improve the system, he had
tried not to blink and kept his eyes wide open. Several par-
ticipants mentioned that although it wasn’t tiring to use the
system they would prefer faster response times.

Scrolling Task
We observed 84 trials for the scrolling task, six per partici-
pant. In each trial we counted how many scrolling steps users
required to complete the trial and compared this with the min-
imally required steps. On average, participants required 1.2
(SD=3.4) extra steps to complete a scrolling trial. In 61 out

Figure 7. Extra scroll counts for 14 participants over six scrolling trials.

of the 84 (72.6%) trials the scrolling task was completed effi-
ciently with the minimum number of steps. In general, partic-
ipants were able to correct mistakes with very few extra steps.
In 20 out of the 23 error cases, the participants only changed
the scrolling direction once for correction (12 for overshoot-
ing one step away from the target, eight for a distance of two
steps from the target).

Figure 7 illustrates the scrolling accuracy of each participant.
Two participants finished every task without any extra scroll
steps, and evidently learnt to use the system very quickly.
Seven participants made one error (an extra scroll). However,
participant 12 took 28 extra scrolls for his first trial, explain-
ing that he lost focus during the first trial as the target shape
was at the very end and the system was not responsive. Our
post-study analysis showed that his head orientation drifted
from the centre towards the scrolling direction, where new
shapes were coming from. This caused the system to classify
his gaze as central, instead of triggering a scroll step. The par-
ticipant learnt to re-centre his head when the system was not
responsive, and completed the remaining trials with only mi-
nor errors. Overall, we observed that six participants tended
to turn their head towards the scrolling direction. Since the fo-
cus region is on the far end of the display, people intuitively
turned their head towards the region to examine upcoming in-
formation. However, when they noticed the scrolling stopped,
they returned their head orientation back to the centre.

System errors mainly resulted from delays in stopping the
scrolling. Four participants mentioned that the system was
not sensitive enough for stopping and that they had to look
at the centre region already before the target object reached
in the centre. In particular, participants 10 and 6 found it dif-
ficult to stop scrolling, while participant 6 found it hard to
judge the colour of objects in the centre with peripheral vi-
sion, while gazing to the left or right for scrolling.

We observed the participants’ behaviours and strategies in
scrolling. Six participants fixated on the arrow indicator to
scroll continuously. The participants were able to finish 40
out of 84 (47.6%) trials without stopping to scroll before
reaching the target. Some participants mentioned that fre-
quent stopping and checking the information in the centre
helped them to perform better, but those who scrolled with-
out stopping did not cause more errors (six errors in 40 trials).
These results show that the participants were able to handle
frequently changing information when the shapes are moving.



Mean (s) Std (s) Minimum (s)

Large 14.2 12.0 2.4
Medium 16.2 11.5 6.0
Small 26.7 18.8 7.1

Table 3. Average and minimum completion time in seconds for three
different step widths in the sliding task.

Figure 8. Histogram shows the count of the number of overshoots (0, 1,
2, 3 and > 3) for three different step widths in the sliding task.

The participants devised strategies to avoid mistakes. Some
participants noticed the delay in triggering single scroll/stop
actions (the system was set to discrete activation after four
frames), and exploited this for brief glances to the centre with-
out causing to stop the scrolling action.

Overall, participants were satisfied with their experience of
using SideWays for scrolling. Most felt that the system re-
acted to their left and right gazes correctly, and that the sys-
tem provided sufficient precision for real applications. They
also felt that it was convenient to search objects using only
their eyes, and suggested that the system is suitable for con-
trolling “objects beyond reach”. The participants enjoyed the
experience of searching in a smooth flow, “without clicking”.
Most remarked it was easy and natural to use their peripheral
vision for searching in this task. Given the big object size
and simple content, they were able to see what was in the
centre while looking at the scroll arrows. However, several
participants mentioned that they needed to keep their head
still, which they found difficult for longer scrolling. Exag-
gerated eye movements (e.g. changing from left to right) to
correct mistakes caused fatigue. In addition, the participants
preferred faster triggering time.

Sliding Task
This task tested the participants’ ability to accurately move a
slider to a target position. Participants performed six trials,
two for each of three different slider speeds, and we collected
data on a total of 84 trials, 28 per slider step widths. Table 3
shows the participants’ average completion time. The last
column (minimum) indicates the fastest time that the partic-
ipants achieved. However, the average completion time was
much higher. Most of the time was spent on position fine tun-
ing. Many participants missed the slider target, thus requiring
longer time to correct the slider’s position.

We define overshooting as the number of instances when the
indicator had jumped past the target location. Figure 8 pro-
vides a histogram that summarises observed overshooting. In
25% of all trials, participants managed to slide directly to the
target without overshooting. Repeated overshoots indicate

problems with accurate control, and occurred more frequently
with small and large step width. The mean of overshoots was
2.7 for medium step width, but 4.3 for large and 5.0 for small
step width. Note that trials always started with small step
width and that results will be influenced by a learning effect.

The errors caused by the fast speed (large step width) were
mainly caused by system delay. Six participants criticised
that the system was not fast enough to react when gaze di-
rection changes rapidly. In addition, several participants also
mentioned that the fast speed was too fast for their eyes. One
participant was having difficulty with small step widths (12.5
overshoots/trial) while performing well with the medium and
fast speed (1.5 overshoots for medium steps, 2.5 for large
steps). The participant was short-sighted and removed her
glasses during the study. She was not familiar with stopping
with the initial trials, and followed the indicator moving left
and right repeatedly crossing the target.

In general, the participants found it difficult to control the slid-
ing indicator precisely with their eyes. Their strategy was to
first bring the indicator near the target location as close as
possible. This was done by staring at the control arrow for
continuous sliding, while using their peripheral vision to ap-
proximate the indicator’s location. Once the indicator was
near the target, the participants looked at the centre region to
stop the sliding. They fine tuned the movement by looking at
the arrow control and the centre region back and forth. For
the slow and medium speeds, in many trials, the participants
were able to stop before the indicator reached the target (out
of 28 trials, 18 times for slow and 16 times for medium); how-
ever, with faster speed they struggled more to do that (10 out
of 28 trials). On the other hand, the slow speed caused issues
in fine tuning. The participants reported that it was difficult to
control with precision using peripheral vision. Since the dis-
tance of each jump was small, it was difficult to judge when
exactly it reached the target. Some participants struggled to
use their peripheral vision, and could not see both the arrows
and the target together simultaneously.

Overall, most participants found the sliding task challenging
when using the fast and the slow speeds. A few participants
suggested the system could be useful for moving objects in
out-of-reach distance. Several participants liked the fast and
accurate response of the system. They found it easy to con-
trol the direction of the sliding object by using left and right
eye movement. The majority felt that they were not able to
control the system for fine tuning positions, especially using
small step width. Half of the participants mentioned that it
was unnatural to use their peripheral vision to see detail in
the centre, while looking left or right. Some participants felt
that they needed to concentrate and be patient to use Side-
Ways for sliding. Also, the participants experienced fatigue
due to frequent eye movements changing between left and
right for position fine tuning. A few participants disliked the
long time required to precisely move an object to the target.

Questionnaires
For each task, we asked seven questions with regards to the
participants’ subjective feedback. The results are presented
in Figure 9. We run the Friedman Test on the subjective
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Figure 9. Participants’ subjective feedback on use of Sideways for the
selecting, scrolling and sliding tasks. Users were asked: did they feel in
control; did the system respond correctly to their gaze; did the system
respond without delay; did they find the task mentally demanding; did
they find it tiring their eyes; would they accept the system for the task;
and were they overall satisfied with use of the system for the task.

feedback data. Post-hoc analysis with Wilcoxon Signed-Rank
Tests was conducted with a Bonferroni correction applied.

We asked the participants whether they felt they were in direct
control of the SideWays system. One participant particularly
commented “I can feel a real power, starting from my brain
and ending on the screen.” We found a significant difference
between the three tasks, χ2(2)=17.07, p<.001. A post-hoc
analysis showed that the selecting vs sliding (p=0.002) and
selecting vs scrolling (p=0.002) pairs were significantly dif-
ferent. The participants felt that they were most in control
when using our system for selecting objects.

We found a significant difference in whether the participants
perceived the system as responding correctly to their gaze,
χ2(2)=14.70, p<.002. The selecting vs sliding (p=0.001)
and selecting vs scrolling (p=0.012) pairs were significantly
different. The participants felt that the system was most re-
sponsive when used for selecting objects.

We also found a significant difference in tiredness of eyes in
using SideWays, χ2(2)=7.54, p<.023. The participants felt
significantly more tired when using our system for sliding
than for selecting (p=0.006).

Participants provided comments in comparison of scrolling
and sliding. Sliding was found demanding as it required tar-
get status check in the centre of the screen while concentrat-
ing gaze on either left or right. For scrolling, participants
noted that they can see what is coming while they are con-
trolling, and they found it less demanding to use peripheral
vision to check what is in the centre, as it was displayed more
largely than in the sliding task.

Participants also commented on possible applications of the
system. Since SideWays is touch-free, the interaction is san-
itary and therefore suitable for public environments, such as
airports, libraries and shopping malls. Some participants sug-
gested that it could benefit disabled people with paralysis.
Several participants criticized the lack of visual feedback for
the detection of gaze directions. This is important as it pro-
vides indication of whether the system interpreted the user’s
input correctly.

APPLICATIONS
After completing the previous three tasks, participants inter-
acted with two SideWays applications (see Figure 10): an al-

(a) Album cover browser. (b) Gaze quiz.

Figure 10. Two SideWays applications used in the user study: album
cover browser allows users to navigate music albums; gaze quiz presents
a question in the center and uses the side inputs for ”Yes/No” answers.

bum cover browser and a gaze quiz. The album cover browser
acts as an interface of a music jukebox. A user browses for
music by scrolling left and right, and the centre region repre-
sents the music album to play. The gaze quiz application is an
interactive quiz game. A user first reads a question displayed
in the centre, and then answers the question by selecting yes
or no, which was placed on the left and right positions of the
screen, respectively. We used a window size 3 for the album
browser and a window size 4 for the gaze quiz. Both appli-
cations used discrete activation. Only qualitative feedback of
the system (e.g. preference and suggestions) was collected.

Participants were allowed to use the interfaces freely. We
gave no instruction of how to interact with the interfaces, but
the participants were still able to use the applications. For the
media browser application, the users were able to navigate
through all the music album covers and check what music
was available. Sometimes, they scrolled back/forward to stop
at the one they were interested in. During the gaze quiz ap-
plication, the participants read twelve questions displayed in
the centre and provided answers for all the questions. All par-
ticipants understood how to search the media album covers
and make selections. One participant encountered the “Mi-
das Touch” problem in the gaze quiz [7]. While we displayed
one question with a long sentence, the participant accidentally
chose the answer ”No” (on the right end) as he was reading
the sentence. Thus, information in the centre should not be
extended to the far left or right regions of the display.

Participants further suggested that SideWays could be applied
in situations where a display is obstructed by a glass wall or
window, such as shop displays for pedestrians. Another sug-
gestion was for controlling television, e.g. adjusting volume
or switching channels.

DISCUSSION
Our study validates that SideWays enables eye gaze as in-
put for interactive displays, without the need of prior calibra-
tion or specialist hardware. This is significant in a number
of ways. First, achieving robust gaze control, albeit coarse-
grained, without need for calibration means that our system
is person-independent. Any user can walk up to a display
fitted with our system, and interact with it using their eyes
only. Secondly, as we overcome calibration, users will be able
to interact immediately (in principle) which is important for
serendipitous and short-lived interactions that don’t warrant
preparation phases. Thirdly, we achieve gaze control with an



off-the-shelf camera. This means that displays can be made
gaze-aware at low cost, potentially on pervasive scale.

Effects of System Parameters
The threshold Tr (used in equation 2) defines the size of the
central region, and in our prototype was set to corresponds
to a horizontal visual angle of 40◦. Most participants were
aware how far they needed to look left/right as SideWays pro-
vided guidance by displaying the visual control stimulus. In-
creasing the threshold essentially increases the visual angle.
If the threshold is small, the central region becomes narrower,
and the system also becomes more sensitive to small eye
movements of looking left/right. However, if the threshold
is large, the user will need to look left/right further to trigger
input which might cause discomfort and fatigue. The optimal
threshold will depend on application, and designers need to
consider the distance between the user and the display and
the size of the display.

The window size determines how much evidence is collected
before an action is triggered and trades off between accuracy
and speed. A large window size improves the accuracy of
gaze detection, but causes longer delays and slower response.
This is suitable for discrete actions (e.g. selecting an object),
where it is more important that the system detects the cor-
rect object. A small windows size speeds up response, but
increases likelihood of errors caused by noise. This will be
reasonable for continuous actions (e.g. sliding) where faster
response is important and where the effect of occasional mis-
classifications will quickly corrected by continuous updates.

Designers can map input state to discrete versus continuous
actions to fit the nature of the task. For example, if the con-
tent is visual (e.g. a photo album), continuous action may be
chosen for fast scrolling as our study participants found that
they can scroll to larger distinctive objects with peripheral vi-
sion. If the content requires attention (e.g., flicking through
book pages), a discrete action mapping is better suited.

Limitations and Design Considerations
Responsiveness. When the system is not able to detect eyes
images of sufficiently quality for computing eye centre and
eye corners, the interface responsiveness decreases. This hap-
pens when users blink and squint or when the eyes get oc-
cluded in any other way, and can also be caused by larger
head movement. When the system does not respond correctly
or fast enough, no manual intervention is needed to reset
SideWays. Participants reported that they reinitialized Side-
Ways by closing their eyes, or by adjusting head positions
or distance to the screen, indicating a good understanding of
what causes misfunction and how to recover.

Head orientation. Our system requires users to keep their
head oriented toward the centre of the display and only move
their eyes. Some participants commented that this was un-
natural, because they often subconsciously turn their head to-
wards the direction of their visual focus. As a result, the detec-
tion of gaze direction becomes unreliable. This poses a limita-
tion of user interaction. Although restricted head movement
was commented as unnatural, in general, the participants were

able to recover from loss of gaze detection by quickly correct-
ing their head orientation, in order to achieve their tasks. To
minimize head turning, designer should pay attention to the
display region where information changes. Dynamic move-
ment on the control regions can attract user attention; hence,
causing head turning.

Provide detection feedback. Users need feedback when an
event is triggered, to understand whether the system has de-
tected their gaze. Visual feedback can be explicit confirma-
tion of users input, for example by highlighting a displayed
control that was triggered, or implicit in the behaviour of ap-
plication, for example by updating the content displayed in
the centre of the screen. However, when users glance side-
ways to trigger a control, it can be difficult for user to acquire
feedback that effects only the centre of the display.

Toward use with Public Displays
Person-independence and interaction without preparation are
critical steps toward genuinely spontaneous interaction with
displays we encounter in public environment. While our eval-
uation shows that our system achieves both, it does so under
the constraints of a controlled study designed to systemati-
cally test and characterise the interaction technique. Deploy-
ment in real-world contexts naturally raises a range of fur-
ther challenges. For example, although a calibration phase
is avoided, there will still be a gulf in how users can read-
ily obtain and use gaze control over a display they encounter.
However, with a lab study of our system’s working, we now
have a foundation for addressing deployment challenges, as
well as insights on user performance and strategies that can
inform application design.

For ecological validity, it will be important to inform further
development by understanding of how users interact with dis-
plays “in the wild”. For example, research on public display
interaction showed that often more than one user is involved
in interaction [12, 15], posing a challenge to accommodate
multiple users simultaneously. For SideWays, the calculation
of multiple users’ gaze is equivalent to individual’s gaze es-
timation in parallel. However, detection of eye images will
naturally be more complex in public environments and with
multiple users. Although the system would be able to dis-
criminate input from different pairs of eyes, it would not be
clear how to map multi-user input to display actions without
causing potential conflict.

CONCLUSION
In this paper, we presented SideWays, a novel eye gaze in-
terface for spontaneous interaction with a display. It lever-
ages left and right regions of the display for gaze controls,
while keeping the central region for display content. The sys-
tem uses an off-the-shelf visible light camera along with its
lightweight image processing for robust detection of gaze di-
rections. We conducted a user study to evaluate SideWays on
three interactive tasks. The results show that people are able
to use SideWays to interact with a display, and we have gained
insights of people’s gaze control strategies. With SideWays’s
nature of being calibration-free and person-independent, its
applications are potentially usable by many people. This



work represents a significant step toward use of our eyes for
serendipitous interaction with pervasive displays.
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