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Figure 1: Two users having a conversation in our virtual room with our proximal nonverbal cues. A: a hovering arrow appears
when a user gets within the social distance of another user. B: afterwards, a small sound plays when the users become within
their field of view (FoV). C: then, conversation partner’s self-assigned name and interests appear for 30s.

ABSTRACT
Virtual Reality (VR) has revolutionized social interactions, but lim-
ited field of view (FoV) remains a significant obstacle. Users often
fail to notice others within the virtual environment, hindering
social engagement. To facilitate initiating social interactions, we
developed a novel social signaling technique that utilizes proxi-
mal nonverbal cues to indicate users’ location, name, and interests
within a social distance. In a 2 × 2 mixed user study, we found that
this technique greatly enhanced social presence and interaction
quality among users with prior social ties. Our signaling technique
has tremendous potential to facilitate social interactions across
various social virtual events, such as staff meetings and reunions.
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1 INTRODUCTION
After the pandemic, creating safe and enjoyable social experiences
became essential. Virtual Reality (VR) is a prominent candidate, as
it provides the illusion of physical co-locality to its users [19, 20].
25% of the users reported that they socialize in virtual environments
(VEs) to experience the sense of Social Presence (the subjective feel-
ing of others being with you in the VE [20]) [33]. To increase social
presence, nonverbal cues such as gaze [32] and gestures [38, 40] can
be used to transfer user’s behavior from the real to the virtual world.
However, there is a research gap in supporting Others’ Presence,
the degree of awareness of others’ existence in the VE (see literature
review [37]). Although users know that there are other users in the
virtual environment, Erickson et al. [4], Williamson et al. [34], and
Lee et al. [14] concluded that initiating interactions among small
groups is problematic because participants were not noticed by the
group members due to the limited field-of-view (FoV) of screens
and VR headsets, and participants were not sure how to behave
and feared to interrupt an on-going conversation. We fill this gap
by designing a social signaling technique using proximal nonver-
bal cues (proximal cues) within social VEs. Within social VEs, our
proximal cues notify users about the presence of another user
within their virtual social distance (<4m), as shown in Figure 1.
To evaluate how proximal cues impact users’ experience and inter-
action quality, we conducted a 2x2 mixed design user study with
two independent variables: (1) condition (proximal cues present
or not) and (2) social tie (known or not). In our experiment, we
ensured that participants didn’t know the identity of their conver-
sation partner prior to the experiment. However, participants can
identify their partner from their voice, so we considered the effect
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of social tie (similar to [16]). Our results revealed that proximal
cues have increased (1) the sense of realism, social presence, and
overall interaction quality among pairs with prior social tie, and (2)
novelty (stimulated creativity) among stranger ones. In conclusion,
our proximal cues shows potential in facilitating social interactions
initiations in social virtual events, like reunions and staff meetings.

2 BACKGROUND AND RELATEDWORK
In this section, we relied on social psychology literature to reflect
on the presence and social presence theory [19, 20]. Moreover, we
reflect on a set of design requirements and guidelines that were
extracted from (1) the design space of social presence in VR [37],
(2) the design space of cinematic VR [24, 25], and (3) related work.

2.1 Smooth Communications in Virtual Spaces
Presence is the subjective feeling of “being there” in the virtual
environment [28]. Schwind [29] and Pan et al. [19] define presence
as a function of immersion, where users believe that the virtual
environment they are present in is real. Parsons et al. [20] model
social presence as a function of intent, with three layers of social
presence: Others’ Presence (awareness of others’ existence), Inter-
active Presence (awareness of others’ interactions towards the self),
and Shared Presence (awareness of sharing common global inter-
ests). Researchers aim to maximize users’ sense of presence and
social presence in their VEs by supporting visual-motor synchrony
via full-body tracking and representing the users using full-body
avatars [37]. Nonverbal cues play an important role in enhancing
the social presence of users in the virtual environment [18, 37],
and researchers adopt these two different approaches in support-
ing nonverbal cues in the virtual environment: (1) transferring the
users’ behavior from the real to the virtual world [17, 32, 39], or (2)
augmenting cues that are not present in real environments [23, 25].

2.2 Proxemics Theory and Notification Design
Proxemics Theory identifies four distance classes: public, social, per-
sonal, and intimate [7]. Researchers have explored proxemics-based
non-VR solutions to improve social interactions among strangers
in a public bench setting [12] and facilitate media sharing via nat-
ural gestures among co-located co-workers [6]. Also, they have
tested the impact of gender [9], scenario, and facial expressions
[2] on users’ proxemic dynamics in VR, particularly in personal
space ones. The key takeaways are that participants’ personal space
preference in VR was comparable to that in the real world [9, 35],
social distance is typically within 4 meters, particularly within vir-
tual spaces [23], distance perception in VR is different than that of
the real world [3], and there are five directions where a user can
approach a small group of users [2]. To identify the expedient way
to transfer the social context while preserving the user’s immersion
and engagement, researchers investigated the impact of notification
design parameters, such as trigger, modality, placement [24, 25].
The results of the below related work guided the design of our
proximal cues, where we used the work of Rothe et al. [24, 25] to
determine which design aspects to consider in our proximal cues
design, and that of Rzayev et al. [26] to determine the optimal place-
ment of our proximal cues (On-body placement). We also relied on
the work of (1) Medeiros et al. [15] to determine the most accurate

Figure 2: The logic of the script that augments our designed
proximal nonverbal cues in the virtual environment.

cue that would help users identify the location of an approaching
user (3D arrows), (2) Ghosh et al. [5] to determine the modality of
the proximal cues (audio + visual), and (3) Arnold [1] to determine
the avatar collider size, preventing personal space violations.

3 USER STUDY DESIGN
We assessed the effect of proximal cues while pairs are engaged in
a conversation in virtual reality on (1) the overall user experi-
ence in terms of presence, social presence, usability, and perceived
workload and (2) interaction quality in terms of speaking rate,
laugh count, and participants’ feedback. In our experiment design,
we ensured that participants didn’t know the identity of their con-
versation partner before the experiment session. However, it was
possible to know the identities of the conversation partner during
the session. Therefore, we considered the impact of the participants
social relation to one another. We used a 2x2 mixed design study
(N = 16, 8 pairs) with two independent variables. (1) Relation a
between subject variable with two levels, Known and Unknown.
The known level represents participants who engaged in social con-
versation prior to the experiment session, while those who don’t
are represented using the unknown level. (2) Condition a within
subject variable with two levels: PC and NPC, where proximal cues
are shown in the PC level, and no proximal cues are shown in NPC
levels. The order between the levels was fully counterbalanced.

3.1 Apparatus
To properly assess the effect of our proximal cues, we developed a
virtual room where pairs enter to have a conversation with each
other, as shown in Figure 1. To provide a smooth experience, we
supported features that are commonly present in commercial so-
cial VR apps. Therefore, we designed full-body tracked humanoid
avatars to represent users in the VE. Those avatars lip-sync when-
ever the user speaks and animate their faces regularly (e.g. blinking).
Initially, the users are instantiated in the virtual room in positions
where they are out of each others’ field-of-view (FoV) and within
4m of each other. Whenever a user enters the social distance of
another user (<4m), proximal cues would appear to both users, if
the approaching user is not standing behind the other user (similar
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to [23]). Proximal cues appear before the two users start a conver-
sation, even if the user calls the other, as the other would turn to
face the user which would activate the proximal cues. However,
the proximal cues appear once per approaching user, as shown in
Figure 2. The proximal cues consist of three components. (1) An
Arrow would appear, if the two users are not within each others’
FoV to indicate the location of another user in the VE by pointing in
his(her) direction, addressing the limited FoV problem. It disappears
when the approaching user becomes within the user’s FoV or after
15s. (2) A Sound would play denoting that a user has successfully
found the approaching user, as shown in Fig. 2. (3) A Text would
display the approaching user’s self-assigned interests and name for
30s to provide a conversation starter for strangers and friends. It
follows the user’s right hand movement, making it easy to dismiss.
The arrow and text are placed above the right-hand controller. Also,
speaker icons appeared on top of the currently speaking users.

3.2 Implementation
The virtual environment and proximal cues’ implementation was
based on Unity game engine and composed of six main parts: (1)
the avatar design, (2) the hardware setup, (3) the full-body tracking
mechanism, (4) the lip-syncing and facial animation mechanism,
(5) the networking of the users movements, facial animation, and
lip-syncing, and (6) the augmentation of the proximal cues. The
avatar was designed using Adobe’s Fuse software and rigged using
Adobe’s Mixamo tool. Our setup was composed of two VR-ready
PCs, two Vive headsets, four controllers, and two Jabra Elite Active
45e earbuds, each placed in a different room with a LAN connec-
tion between them. For the full-body tracking mechanism, inverse
kinematics (IK) was used. 3-point full-body tracking (head + 2
hands) was offered using Rootmotion’s Final IK VRIK solver. The
lip-syncing and facial animations were supported using Crazy Min-
now Studio’s SALSA LipSync Suite. The virtual room scene was
imported from Super Icon’s Lux Room Pack from Unity’s asset
store. Exit Game’s Photon and Photon Voice were responsible for
syncing any scene changes and adding a voice connection. A public
3D model for the arrow was used1. The arrow points and hovers in
the direction of the partner’s location. The support of proximal cues
was provided through a script (see Figure 2) that is added locally to
the user. To protect our participant’s privacy, their data were not
stored in any database and their values were regularly overridden.

3.3 Procedure
The experiment was conducted in two physical separate rooms,
with the participants and the experimenter wearing face masks
during the session and semi-structured interviews. The participants
were greeted individually, handed a consent form, and introduced
to the virtual room. They were asked to conduct a conversation
with their partner in the virtual room, once per condition (PC, NPC).
The duration of the conversation had an upper limit of 15 mins
(to avoid eye strain and cybersickness [31]), and the participants
were instructed to conduct the conversation in a manner similar
to that of a face-to-face setting and had the freedom to end the
conversation at any point before the 15 mins (𝑀 = 8.75, 𝑆𝐷 = 3.16).
After each condition round, they filled the IPQ [30], Social Presence
1https://clara.io/view/b8a8fb8d-cfe7-4e5d-a219-e26f862feb42

[21], UEQ [13], and NASA-TLX [8] questionnaires. The experiment
session was finalized with a semi-structured interview between the
pairs in a single room, where a session lasted for 40-60 minutes.

3.4 Participants and Recruitment
16 university students (5 female, 11 male) were recruited via uni-
versity mailing list and word-of-mouth with ages between 20 to 28
(𝑀 = 21.97 years, 𝑆𝐷 = 1.83). 56% had normal visions and 44% had
corrected-to-normal ones. They were paired as 4 male-male pairs,
1 female-female pair, and 3 female-male pairs. The number of pairs
was balanced with four pairs that knew each other socially and four
pairs that were either strangers or know of each other, but never
interacted together. 56% had no prior experience to VR before the
experiment, 38% used VR 2-3 times, and 6% were experienced.

4 ANALYSIS AND RESULTS
The iGroup Presence Questionnaire (IPQ) [30] and Co-presence
and Social Presence from Poeschl et al. [21] were used to measure
the user’s presence and social presence within the developed social
VE. Social Presence is measured in terms of Interactability (being
aware of others’ availability for interaction and understanding each
other) and Co-presence (existing in the same VE together). The
User Experience Questionnaire (UEQ) [13] andNASA-TLX index [8]
were used to measure the usability and perceived workload within
the social VE. Speaking Rate (Word per Minute, WPM) and Laugh
Count were used to measure the user’s interaction quality, as they
are enjoyment indicators [22, 27]. The count values were obtained
after the authors analyzed the recorded videos of the experiment
trials and counted the number of words spoken by each participant
(fillers (Umm, Ahh) were not counted). The results show the counts
for 12 videos (6 trials), as 4 video recordings were lost. Feedback
obtained from the semi-structured interviews was also used as a
measure of interaction quality. Non-parametric analysis of variance
(ANOVA) with aligned rank transform (ART) was administered to
analyze the results using Wobbrock’s ARTool R library2 [36]. An
interaction contrast, corrected with Holm’s sequential Bonferroni
procedure was performed on significant interactions.

4.1 Overall Experience Results
Our results show a significant relation × condition interaction
across Realism (𝐹 (1, 14) = 6.57, 𝑝 < 0.03, [2𝑝 = 0.32), Interact-
ability (𝐹 (1, 14) = 5.32, 𝑝 < 0.04, [2𝑝 = 0.28), andNovelty (𝐹 (1, 14) =
5.75, 𝑝 < 0.031, [2𝑝 = 0.30) rates, where users in the PC-Known (PC-
K) felt that their experience wasmore realistic (𝜒2 (1, 16) = 6.57, 𝑝 <

0.011, 𝑀𝑝𝑐−𝑘 = 3.88, 𝑆𝐷𝑝𝑐−𝑘 = 0.85, 𝑀𝑛𝑝𝑐−𝑘 = 3.25, 𝑆𝐷𝑛𝑝𝑐−𝑘 =

0.57) and interact-able (𝜒2 (1, 16) = 5.32, 𝑝 < 0.022, 𝑀𝑝𝑐−𝑘 = 5.52, 𝑆𝐷𝑝𝑐−𝑘 =

0.52, 𝑀𝑛𝑝𝑐−𝑘 = 4.80, 𝑆𝐷𝑛𝑝𝑐−𝑘 = 0.77) than the NPC-Known (NPC-
K). However, they felt that their experience was more novel in
the PC-Unknown (𝜒2 (1, 16) = 5.75, 𝑝 < 0.017, 𝑀 = 1.38, 𝑆𝐷 =

1.03) than they did in the PC-Known (𝑀 = 0.84, 𝑆𝐷 = 1.33).
Also we report a main effect of Condition on Mental Demand
(𝐹 (1, 14) = 6.06, 𝑝 < 0.03, [2𝑝 = 0.30) and Relation on Physical
Demand (𝐹 (1, 14) = 8.69, 𝑝 < 0.02, [2𝑝 = 0.40), where participants
experienced higher Mental Demand in the PC condition (𝑀 =

2https://depts.washington.edu/acelab/proj/art/
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45.94, 𝑆𝐷 = 26.53), than they did in the NPC one (𝑀 = 29.69, 𝑆𝐷 =

21.33) and known pairs (𝑀 = 41.25, 𝑆𝐷 = 23.91) reported more
physical demand than unknown ones (𝑀 = 21.56, 𝑆𝐷 = 13.51).
However, insignificant change was observed in Involvement, Pres-
ence, Spatial Presence, Co-presence, Attractiveness, Perspicuity,
Efficiency, Dependability, Stimulation, Temporal Demand, Perfor-
mance, Effort, Duration, and Frustration.

4.2 Interaction Quality Results
4.2.1 Speaking Rate and Laugh Count. The Speaking Rate and
Laugh Count were calculated from 6 pairs, as two videos record-
ings were lost, where 3 pairs know each others and 3 pairs do not.
The gender pairing was: 3 male-male, 2 male-female, and 1 female-
female. We observe a significant crossover Relation × Condition
interaction on Speaking Rate (𝐹 (1, 10) = 5.85, 𝑝 < 0.04, [2𝑝 = 0.37)
and Laugh Count (𝐹 (1, 10) = 5.31, 𝑝 < 0.05, [2𝑝 = 0.35), where
known pairs laughed more (𝜒2 (1, 12) = 5.31, 𝑝 < 0.022, 𝑀𝑝𝑐−𝑘 =

10.17, 𝑆𝐷𝑝𝑐−𝑘 = 6.18, 𝑀𝑛𝑝𝑐−𝑘 = 7.67, 𝑆𝐷𝑛𝑝𝑐−𝑘 = 4.18) and talked
faster (𝜒2 (1, 12) = 5.69, 𝑝 < 0.018, 𝑀𝑝𝑐−𝑘 = 33.88, 𝑆𝐷𝑝𝑐−𝑘 =

6.97, 𝑀𝑛𝑝𝑐−𝑘 = 25.35, 𝑆𝐷𝑛𝑝𝑐−𝑘 = 6.42) in the PC condition.

4.2.2 Semi-Structured Interview Feedback. We report on the gen-
eral participants’ feedback obtained from the semi-structured in-
terviews conducted after each experiment trial and general obser-
vations obtained from analyzing the videos. Participants reported
that they enjoyed using the prototype “It was nice to stand this
close to someone without worrying about COVID” (P1) and noted
the presence of proximal cues “I followed the arrow direction be-
cause it hovers in front of me” (P3), and “I read the text because
it keeps following my hand direction which I haven’t seen before”
(P9). Proximal cues helped known pairs discover their own interests
“I saw the text saying that P7 likes movies and I was astonished
because I didn’t know he liked them” (P8, knew each other) and
helped unknown pairs get to know each other “I relied on the inter-
ests provided in text to get to know my conversation partner” (P5,
didn’t know his conversation partner). The experimenter noticed
that familiar pairs were engaged and immersed in a friendly banter
to the point that they forgot the shape of the physical room. Ad-
ditionally, familiar pairs tended to (1) follow up on their common
friends or talk about events that happened during this day, (2) play
games that involve movement, and (3) explore the environment.
Pairs who didn’t know one another tended to focus on getting to
know one another. However, a pair of strangers (P13, P14) played
rock, paper, scissors by coding movements for rock, paper, scissors
(crossing, stretching, and shaking their arms).

User Experience Interaction Quality
Realism
Interactability

PC >NPC
for known pairs WPM PC >NPC

for known pairs
Novelty PC >NPC

for unknown pairs
Laugh
Count

Physical Demand Known >Unknown Interview
Feedback

Known pairs:
-reconnected and caught up

-PC made them discover their partner interest

Mental Demand PC >NPC Unknown pairs:
-relied on PC to get to know their partner

Table 1: Summary of the results of the dependent variables
that showed statistical significance and interview feedback.

5 DISCUSSION AND IMPLICATIONS
Proximal Cues Enhance Social VR Interactions among Familiar Pairs.
Proximal cues enhanced users’ realism, social presence, speaking
rate, and laugh count, promoting re-connection, catching up, and
gaming among pairs with prior social tie. However, they slightly
increased mental demand (𝑀𝑃𝐶 = 46, 𝑀𝑎𝑣𝑔 = 42) 3, but the mental
demand score were within the standard range. We hypothesize
that proximal cues enhance realism and social presence for familiar
pairs because they provide proof of their partner’s identity through
name and interests, increasing the social connection among the pair.
Since proximal cues showed potential in facilitating VR interactions,
they can be scaled to notify about approaching groups.

Social Ties influence the Design of Proximal Cues in VEs. Social tie
among conversation pairs affects performed activities and response
to proximal cues within the VE. Familiar pairs focus on exploring
the environment’s features, enhancing their experience and inter-
action quality. Although, proximal cues were utilized by stranger
pairs and stimulated creativity among them (e.g. inspired them to
create new games), they distracted them from their conversation
partner. For instance, the text denoting interest lasted for 30s only
at the beginning of the conversation. Thus, we hypothesize that
the pairs were more focused on recalling the other’s interests than
they were on the conversation itself. Therefore, we can consider
having the text cue reappear and vanish by the user whenever
needed. Also, overt cues overwhelmed them, as they are meeting
new people in a new environment. Therefore, the effect of subtle
proximal cues should be considered.

Proximal Cues and Social Interactions using Wearable Computers.
Our proximal cues could act as a virtual assistant to party-goers
or executives by displaying data about approaching users (name,
interests, their latest social news) on a wearable device, aiding social
interaction initiation in real-world social events similar to Jouet
et al’s [10] AR blue-tooth based chat application. Therefore, our
designed proximal cues could extend to wearable computers, like
smart glasses, smartphones, and smartwatches. However, ethical
and privacy implications and social acceptance should be investi-
gated and considered [11].

6 CONCLUSION
Proximal cues were designed to aid in initiating social interactions
in VR via addressing the issues of hesitation to approach a group or
not noticing the approaching user due to the limited field-of-view
(FoV). Our results showed that proximal cues increased users’ social
presence, realism, and interaction quality among familiar pairs. The
social tie affected the activities that users perform within the VE
and users’ response to our proximal cues, leading to higher physical
demand among familiar pairs and increased novelty (i.e. stimulated
creativity) among stranger ones. Our findings show that our prox-
imal cues can enhance the users’ sense of others’ presence when
the interacting users have prior social relation. However, different
proximal cues design choices are needed to aid social interactions
among strangers. Our work enhances the quality of communica-
tion and interactions within virtual social events on personal and
professional capacities, like reunions and staff meetings.
3https://measuringu.com/nasa-tlx/
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