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Abstract

Personalization techniques for large text-to-image (T2I) models allow users to incorporate new concepts from reference images. However, existing methods primarily rely on textual descriptions, leading to limited control over customized images and failing to support fine-grained and local editing (e.g., shape, pose, and details). In this paper, we identify sketches as an intuitive and versatile representation that can facilitate such control, e.g., contour lines capturing shape information and flow lines representing texture. This motivates us to explore a novel task of sketch concept extraction: given one or more sketch-image pairs, we aim to extract a special sketch concept that bridges the correspondence between the images and sketches, thus enabling sketch-based image synthesis and editing at a fine-grained level. To accomplish this, we introduce CustomSketching, a two-stage framework for extracting novel sketch concepts. Considering that an object can often be depicted by a contour for general shapes and additional strokes for internal details, we introduce a dual-sketch representation to reduce the inherent ambiguity in sketch depiction. We employ a shape loss and a regularization loss to balance fidelity and editability during optimization. Through extensive experi-
1. Introduction

The recent advent of large text-to-image (T2I) models [44, 47, 49] has opened up new avenues for image synthesis given text prompts. Based on such models, personalization techniques like [21, 31, 48] have been proposed to learn novel concepts on unseen reference images by fine-tuning the pre-trained models. Users can employ text prompts to create novel images containing the learned concepts in diverse contexts by leveraging the significant semantic priors of these powerful generative models.

However, the existing personalization methods fail to accurately capture the spatial features of target objects in terms of their geometry and appearance. This limitation arises due to their heavy reliance on textual descriptions during the image generation process. While some following works like [3, 15] have attempted to address this issue by incorporating explicit masks or additional spatial image features, they are still limited to providing precise controls and local editing on fine-grained object attributes (e.g., shape, pose, details) for the target concept solely through text.

To achieve fine-grained controls, sketches can serve as an intuitive and versatile handle for providing explicit guidance. T2I-Adapter [36] and ControlNet [70] have enabled the T2I models to be conditioned on sketches by incorporating an additional encoder network for sketch-based image generation. Such conditional methods perform well when an input sketch depicts the general contour of an object (e.g., the blue strokes in Figure 2 (b)). However, we observed they struggle to interpret and differentiate other types of sketches corresponding to specific local features in realistic images. As illustrated in Figure 2, these methods fail to correctly interpret detail lines for clothing folds and flow lines for hair texture (the red strokes in (b)). The primary reason behind the issue is that the sketch dataset used to train the conditional networks [36, 70] is inherently ambiguous since it is generated automatically through edge detection on photo-realistic images. Consequently, directly incorporating a pre-trained sketch encoder with personalization techniques proves challenging when attempting to customize a novel concept guided by sketches.

Based on the aforementioned observation, we propose a novel task of sketch concept extraction for image synthesis and editing to tackle the issue of sketch ambiguity. The key idea is to empower users to define personalized sketches corresponding to specific local features in photo-realistic images. Users can sketch their desired concepts by first tracing upon one or more reference images and then manipulating the learned concepts by sketching, as shown in Figure 1.

To achieve sketch-based editability and identity preservation, we propose a novel personalization pipeline called CustomSketching for extracting sketch concepts. This pipeline is built upon a pretrained T2I model and incorporates additional encoders to extract features from the sketch input. Since a single image may exhibit diverse local features corresponding to different types of sketches, we employ a dual-sketch representation via two sketch encoders to decouple shape and detail depiction. Our pipeline consists of two stages: in Stage I, we optimize a textual token for global semantics but freeze the weights of the sketch encoders; in Stage II, we jointly fine-tune the weights of the sketch encoders and the learned token to reconstruct the reference images in terms of local appearance and geometry. To prevent overfitting, we perform data augmentation and introduce a shape loss for sketch-guided shape constraint and a regularization loss for textual prior preservation.

To the best of our knowledge, our method is the first work to extract sketch concepts using large T2I models, thus providing users with enhanced creative capabilities for editing real images. To evaluate our method, we collect a new dataset including sketch-image pairs and the edited sketches, where each sketch comprises a dual representation. Through qualitative and quantitative experiments, we demonstrate the superiority and effectiveness of CustomSketching, compared to the adapted baselines. Given the absence of a definitive metric to measure the performance of image editing, we conduct a user study to gather user in-
The contributions of our work can be summarized as follows. 1) We propose the novel task of sketch concept extraction. 2) We introduce a novel framework that enables a large T2I model to extract and manipulate a sketch concept via sketching, thereby improving its editability and controllability. 3) We create a new dataset for comprehensive evaluations and demonstrate several sketch-based applications enabled by CustomSketching.

2. Related Work

Text-to-Image Synthesis and Editing. Text-to-image generation has made significant strides in recent years, achieving remarkable performance. Early works [45, 64, 67–69] employed RNN [17, 27] and GANs [6, 24, 29] to control image generation, processing, and editing in specific scenarios, such as human faces [62], fashion [33], and colorization [73]. These works rely on well-prepared datasets tailored to the target scenarios, posing a bottleneck in dataset availability. To alleviate this limitation, subsequent studies [1, 5, 19, 22, 34, 39] adopted CLIP [43], a large language-image representation model based on Transformer [56], to align image-text features and achieve robust performance in text-driven image manipulation tasks. Nonetheless, these approaches are still confined to limited domains, challenging their extension to other domains.

The emergence of diffusion models [20, 26, 44, 47, 52, 53] trained with large-scale image-text datasets allows for universal image generation from open-domain text, surpassing previous works based on GANs. Leveraging the power of diffusion models, several approaches have been proposed to manipulate images globally using text [7, 8, 18, 30, 55] and locally using masks [37, 40, 60]. For example, Mokady et al. [35] proposed an inversion method that first inverts a real image into latent representations, given which the method enables text-based image editing (e.g., changing local objects or modifying global image styles) by manipulating cross-attention maps [25]. Blended Diffusion [2, 4] can merge an existing object into a real image. However, these approaches face challenges in modifying the fine-grained object attributes of real images due to the abstract nature of the text. Building upon Stable Diffusion [47], our method addresses this issue by incorporating sketches as an intuitive handle to manipulate real images. Inspired by [25], we introduce a shape loss that leverages cross-attention maps to provide guidance based on sketches.

Personalization Techniques. The personalization task is to produce image variations of a given concept in reference images. GAN-based methods for this task only focus on the same category (e.g., aligned faces) [38, 46] or on a single image [57], and thus could not manipulate images in a new context. Most recently, diffusion-based methods based on text-to-image models optimize a new [21] or rare [48] textual token to learn the novel concept and generate the concept in diverse contexts via text prompting. For fast personalization, many researchers [14, 15, 23, 28, 51, 61] introduce a prior encoder with local and global mapping to save optimization time. For multi-concept personalization, Avrahami et al. [3] fine-tuned a set of new tokens and the weights of a denoising network from a single image given masks, while Kumari et al. [31] optimized only several layers of the network based on a few images. Unlike these two methods, which need to fine-tune simultaneously the multi-concepts that are desired in generation, our method can separately extract sketch concepts for diverse targets and then work for multi-concept generation by plug-and-play without extra optimization (see Figure 8 (c)).

However, the existing personalization works do not allow precise control for novel concept generation and thus could not work for local or detailed editing (e.g., addition, removal, modification) of the learned concept. To address the issue, we introduce a new task of sketch concept extraction by optimizing sketch encoder(s) given one or more sketch-image pairs.

Sketch-based Image Synthesis and Editing. As an intuitive and versatile representation, sketch has been extensively explored to achieve fine-grained geometry control in realistic image synthesis and editing. For instance, Sangkloy et al. [50] utilized colored scribbles to depict geometry and appearance and synthesized images of various categories such as bedrooms, cars, and faces. Similarly, Chen and Hays [13] employed freehand sketches to learn shape knowledge for diverse objects. Chen et al. [11, 12] and Liu et al. [32] utilized line drawings for image synthesis, editing, and video editing of human faces. In SketchHairSalon [63], flow lines are used to represent unbraided hair, while contour lines depict braided hair. For local editing, a partial sketch has been adopted for minor image editing, e.g., FaceShop [42], Sketch2Edit [66], Draw2Edit [65]. Unlike the previous works that train dedicated networks for specific domains or limited object categories, our method is generic and few-shot, which can handle versatile sketches for image synthesis and editing using a pre-trained text-to-image model.

Recently, sketch-based text-to-image diffusion models have also been explored [16, 41, 59]. Voinov et al. [58] utilized sketches as a shape constraint for optimizing the latent map in a diffusion model, while T2I-Adapter [36] and ControlNet [70] are two concurrent works that train an external sketch encoder connected to a pre-trained diffusion model to enable sketch control. However, directly integrating these methods with personalization techniques may not accurately extract sketch concepts for all types of sketches (Figure 2), since the models [36, 70] are biased towards training data, specifically edge maps automatically detected
from images. We will establish this setup for the existing personalization methods as baselines to compare with our method, though we are the first to customize novel sketch concepts.

3. Method

Based on a pre-trained T2I diffusion model, our goal is to embed a new sketch concept into the model, enabling the synthesis and manipulation of diverse semantics in reference images through sketching and prompting (see Figure 1). To this end, we propose a novel framework, CustomSketching, which extracts a sketch concept from one or more reference images \( I \) and their corresponding sketches \( S \). As illustrated in Figure 3, the framework comprises two training stages to reconstruct the reference image. During inference, users can flexibly control the generation of a target image that satisfies the context described by a text and faithfully reflects the input sketch in terms of geometry. In the following, we will describe the method details.

**Two-stage Optimization.** To leverage the robust textual prior of a large T2I model, following TI [21], we introduce a newly added textual token \([v]\) to capture global semantics while utilizing sketch representations through sketch encoder(s) to capture local features. Directly incorporating the personalization method [21] with a pre-trained encoder like [36] could not fully restore the local geometry and appearance of the target image (see the results by TI-E in Figure 4). It is because it fine-tunes merely textual embedding \( v \) for the token \([v]\). However, through joint optimization of the textual embedding and the weights of the sketch encoder(s), we encountered challenges in disentangling the global and local representations, resulting in unsatisfactory reconstruction (see Supp). To focus on learning separate features, inspired by [3], we adopt a two-stage optimization strategy. In Stage I, we optimize the textual embedding while freezing the weights of a pre-trained sketch encoder [36], establishing a pivotal initialization for the next stage. In Stage II, we jointly fine-tune the embedding and two sketch encoders to recover the target identity. Note that, in both stages, we freeze the denoising network of the pre-trained model to preserve its prior knowledge for editing.

**Dual Sketch Representations.** In Stage I, we fix the local features from sketches to guide the learning of the global textual embedding. To employ the prior knowledge of the sketch encoder [36], which was pre-trained on a large-scale sketch dataset, we input a binary sketch (where blue and red lines in Figure 3 are represented as black and the background as white) similar to the input used during pre-training. However, this single sketch representation inherently contains ambiguity since it combines the major contour sketch (blue lines, denoted as \( S_C \)) indicating the general shape with other minor types of sketches (red lines, denoted as \( S_D \)) capturing internal details (e.g., hair flow, clothes fold, wrinkles). This inherent ambiguity is the primary factor that biases the pre-trained sketch encoder [36, 70] towards general shape, as illustrated in Figure 2. Therefore, in Stage II, optimizing the weights of a sketch encoder using the single-sketch representation would still...
result in ambiguous image editing (see Section 4.2).

To address this issue, we propose using a dual-sketch representation that decomposes a given sketch $S$ into two distinct types of sketches, namely $S_C$ and $S_D$ as mentioned above, for Stage II. Instead of merging $S_C$ and $S_D$ into a single map and feeding it into a single encoder (see Supp), we employ two separate sketch encoders to extract features corresponding to each type of sketch individually. This configuration enables us to capture more distinct and recognizable features for $S_C$ and $S_D$, resulting in plausible performance in decomposing shape and details, compared to the setting of the single-sketch representation. The features extracted from both types of sketches are aggregated through summation before being injected into the pre-trained T2I model.

**Masked Encoder.** As our focus is sketching the concept in the foreground, the sketch map $S$ often contains significant blank areas representing the background. Therefore, fine-tuning the sketch encoder(s) on the entire map would lead to overfitting the background regions not represented in the sketch, consequently undermining the text-guided editability of the T2I model (see Figure 7). To address it, we apply a foreground mask $M$ to remove the background features extracted from the encoder(s). The foreground mask can either be generated automatically by filling a convex polygon following $S_C$, or be manually drawn by users. In summary, the sketch features are passed into the T2I model $F_m$ along with a prompt $p_v$ containing the token $[v]$ to derive the fused features $F$. For Stage I, we denote it as:

$$\hat{F}^i = F_c^i(S) \cdot M^i + F_d^i(p_v), i \in \{1, 2, 3, 4\},$$

while for Stage II:

$$\hat{F}^i = (F_c^i(S_C) + F_d^i(S_D)) \cdot M^i + F_m^i(p_v),$$

where $F_c^i(S)$ is the $i$-th layer sketch feature extracted by the pre-trained encoder [36], while $F_c^i(S_C)$ and $F_d^i(S_D)$ are dual sketch representations from the fine-tuned encoders, and $M_i$ is the resized mask fit to the feature size. We adopt four layers of the features as used in [36].

**Loss Function.** To optimize the sketch concept, which involves the embedding $v$ and the weights of $F_c$ and $F_d$, we combine three types of losses for the text- and sketch-based problem. Firstly, we utilize a classic diffusion loss with the foreground loss for guiding the concept shape to align with the sketch depiction via $M$, and a background loss for penalizing foreground pixels that violate the background region. We denote the shape loss as:

$$L_{\text{shape}} = L_{\text{shape}} + L_{\text{shape}}^v + L_{\text{shape}}^b,$$

where $A_{\text{shape}}(z_t, v)$ is the cross-attention maps given the latent $z_t$ and token $[v]$. $\text{norm}(\cdot)$ is to normalize the attention map to $[0, 1]$, while $\text{mean}(\cdot)$ computes the average attention value of background pixels.

In addition, the two-stage optimization may cause the fine-tuned embedding $v$ to increase too large so that it overfits the reference shape, thus damaging the sketch editability (see Figures 6 & 7). We, therefore, introduce a regularization loss for the embedding via an $L2$ norm:

$$L_{\text{reg}} = \|v\|.$$

In total, the loss function for the two stages is:

$$L_{\text{total}} = L_{\text{rec}} + \lambda_{\text{shape}} L_{\text{shape}} + \lambda_{\text{reg}} L_{\text{reg}},$$

where we set the weights $\lambda_{\text{shape}}$ as 0.01 and $\lambda_{\text{reg}}$ as 0.001 empirically.

**Implementation Details.** To avoid the method overfitting a few training images, we adopt on-the-fly augmentation tricks (horizontal flip, translation, rotation) on the sketch-image pairs during optimization. Please find more implementation details in Supp.

4. Experiments

We have conducted extensive evaluations to quantitatively and qualitatively evaluate our method CustomSketching. We first show the comparisons between our method and the personalization baselines adapted to our proposed task. Then, we evaluate the effectiveness of our settings via an ablation study. We further conduct a perceptive user study on the edited results by the compared methods. In addition, we implement several applications based on our method to show the usefulness of the extracted sketch concepts. Please find more details, comparisons, and results in Supp.
**Dataset.** Before comparisons, we prepare a dataset of image-sketch pairs covering diverse categories (e.g., toys, human portraits, pets, buildings). We first collect images from the personalization works [21, 31] and the sketch-based work [63]. Next, we invite three normal users without any professional training in drawing to trace the images with separate contour lines $S_C$ and detail lines $S_D$ and then edit several sketches initialized with one of the traced sketches to depict a target object by changing its shape, pose, and/or details. Following the general instruction that $S_C$ depicts a coarse shape while $S_D$ is inside the shape, users decided $S_C$ and $S_D$ by themselves and drew them consistently for training and testing to personalize the sketch concept. Finally, we obtain 35 groups of concept data. Each concept has 1-6 image-sketch pair(s) and 3-5 edited sketches. In total, the dataset contains 102 traced sketches with the corresponding images for training and 159 edited sketches without paired images. Moreover, we employ ten prompt templates for each concept, e.g., “a photo of $[v]$ at the beach”, similar to [3]. Thus, the dataset includes $2,610=(102+159) \times 10$ sketch-text pairs (see Supp) for evaluation.

**Metrics.** We utilize prompt similarity, identity similarity, and perceptual distance as evaluation metrics. Following the prior work [3], the prompt similarity assesses the distance between a text prompt and the corresponding produced images using CLIP model [43]. For computing, the learned token $[v]$ in the prompt is replaced with its class, e.g., “a $[v]$ in the office” is modified to “a woman in the office”. The identity similarity measures how the method preserves the object identity of the original image when the context by text or the structure by sketch is changed. We compute the metrics via DINO [9] features as Ruiz et al. [48] did. Additionally, we evaluate the perceptual distance via the LPIPS metric [71] for the reconstruction error regarding appearance and geometry between the ground truth and the generated images given the traced sketches. For identity similarity and perceptual similarity, we adopt the masked version of the results and ground truth to focus on the foreground parts depicted by sketches. Note that we evaluate prompt and identity similarity on all the sketch-text pairs while computing perceptual similarity only on the traced sketches with their paired images.

**4.1. Comparison**

To our knowledge, we are the first work to extract sketch concepts for image synthesis and editing. To fairly compare our method with the existing personalization techniques, we adapt two methods, TI [21] and DB [48], to fit our proposed task by introducing a pre-trained sketch encoder [36] into their methods when training and testing. Note that we do not optimize the weights of the encoder for the two methods to keep their method intact mostly, and we thus only use a single masked encoder to preserve the pre-trained prior. The two methods receive the dual-sketch representation encoded in one map (i.e., 255 for $S_C$ and 127 for $S_D$) with a...
Table 1. Quantitative comparisons for diverse methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prompt ↑</th>
<th>Identity ↑</th>
<th>Perceptual ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB-E</td>
<td>0.641</td>
<td>0.889</td>
<td>0.182</td>
</tr>
<tr>
<td>TI-E</td>
<td><strong>0.642</strong></td>
<td>0.867</td>
<td>0.214</td>
</tr>
<tr>
<td>MC-E</td>
<td>0.633</td>
<td>0.884</td>
<td>0.16</td>
</tr>
<tr>
<td>Single-sket</td>
<td>0.622</td>
<td>0.908</td>
<td>0.146</td>
</tr>
<tr>
<td>w/o L_{shape}</td>
<td>0.639</td>
<td>0.906</td>
<td>0.150</td>
</tr>
<tr>
<td>w/o L_{reg}</td>
<td>0.618</td>
<td>0.909</td>
<td>0.142</td>
</tr>
<tr>
<td>w/o Masked F</td>
<td>0.620</td>
<td>0.911</td>
<td>0.141</td>
</tr>
<tr>
<td>Ours</td>
<td>0.632</td>
<td><strong>0.912</strong></td>
<td><strong>0.134</strong></td>
</tr>
</tbody>
</table>

Figure 5. Box plots of the ratings in the perceptive user study. Each value above the median line is the average rate for each method. The higher, the better.


domly picked concepts, 15 for prompt similarity, 15 for sketch faithfulness) of our collected dataset. For text editability, we produced the results by the three baselines and our method given a traced sketch and a prompt randomly picked from one concept. A participant was given a reference image, a prompt (e.g., “a photo of the boots in the reference image in the snow”), and the four generated results in random order. We asked the participants to rate “How the result is consistent with the prompt” on a Likert scale of 1–5 (the higher, the better). For sketch editability, we presented each participant with a reference image with the traced sketch, an edited sketch, and four results (in random order) and required them to rate “How the result is faithful to the edited sketch and consistent with the reference identity”. From 40 participants, we received 600 responses for each method in each evaluation. As shown in Figure 5, the user study reflects the superiority of our method to the baselines in both evaluations.

4.2. Ablation Study

We ablated one of the key settings of our method to validate their effectiveness, including 1) w/ single-sket representation; 2) w/o shape loss L_{shape}; 3) w/o regularization loss L_{reg}; 4) w/o masked encoder F. As shown in Figure 6, using the single-sket representation could not provide sufficient constraints on shapes (e.g., the castle and bear toy) and details (e.g., the woman’s clothes), damaging the identity preservation. Removing L_{shape} would produce redundant parts and weaken the concept reconstruction. Without L_{reg}, the method would overfit to the original shape and worsen the sketch editability (see Figures 6 & 7). Additionally, removing either L_{reg} or the masked F would affect a lot the text editability for background, shown as Figure 7. It is because L_{reg} can prevent the global embedding from enlarging significantly to outweigh the background token, while the masked F can filter out the local background features from the empty region of the sketch. The quantitative results in Table 1 further confirm the above conclusions.
4.3. Applications

We implemented four applications enabled by our method: local editing, concept transfer, multi-concept generation, and text-based style variation. We showcase the applications in Figure 8 to demonstrate the effectiveness and versatility of CustomSketching. Please refer to Supp for the implementation details for each application.

Local Editing. After extracting a sketch concept from reference image(s), we can perform local editing on the original images, including modification, addition, and removal. To keep the unedited region intact, we incorporate our method with an off-the-shelf local editing method by Avrahami et al. [4]. Users can edit the training sketch and provide a mask for the region they want to manipulate for fine-grained local editing (see Figure 8 (a)).

Concept Transfer. Given different concepts separately learned from the corresponding sketch-image pairs, our method can transfer between the concepts ($[S_i]=\{[v_i], F_i\}$) with similar semantics via sketches. Figure 8 (b) shows an example of hairstyle transfer. Note that we also resort to [4] for local transfer.

Multi-concept Generation. For multi-concept generation, prior works [3, 31] need to fine-tune the model on all the concepts desired in generation jointly. Unlike these works, which optimize the entire denoising network, we only optimize $[v]$ and $F$ for one concept. This lightweight setting enables our method to achieve plug-and-play multi-concept generation by separately learning each concept and then combining them freely without extra optimization. Figure 8 (c) presents two cases of the combinations among three extracted sketch concepts ($[S_1], [S_2], [S_3]$).

Text-based Style Variation. Our method decouples global semantics and local features of a reference image to a textual token $v$ and a sketch encoder $F$. Thus, our method can be used to produce diverse style variations of the target object while preserving its geometry (shape and details), as shown in Figure 8 (d). To this end, our method takes as input the sketch (regarded as an intermediate representation of object geometry) and a style prompt without $v$ (e.g., “a crayon drawing”) to control the target style. We compare our method with PnP [54], a text-based image-to-image translation method, by feeding a masked image with the style prompt to this method. Thanks to the given sketch, our method can better disentangle the geometry and style, thus offering more user controllability and flexibility via sketching.
Figure 8. Four applications enabled by our CustomSketching. For (c), the template of the prompt is “A photo of [S_i] in an office”.

Figure 9. One failure case of our method. Our method could not change the car’s tiny details by sketching thin strokes.

5. Conclusion and Discussion

We proposed CustomSketching, a novel approach to extract sketch concepts for sketch-based image synthesis and editing based on a large T2I model. This method decouples reference image(s) into global semantics in a textual token and local features in two sketch encoders. We presented a dual-sketche representation to differentiate the shape and details of one concept. In this way, our method empowers users with high controllability in local and fine-grained image editing. Extensive experiments and several applications have shown the effectiveness and superiority of our proposed method to the alternative solutions. We will release the dataset and code to the research community.

While our method improves the controllability and flexibility of the personalization task, it has several limitations. First, inherited from latent diffusion models, our method processes images in a low-resolution latent space (64 × 64). It thus struggles to control an object’s tiny shape and details by sketching thin strokes. As shown in Figure 9, the car’s details could not be changed following the edited sketch. Another limitation is the learning efficiency. Currently, our method requires almost 30 mins to learn one concept for two-stage optimization. In the future, we may use fast personalization techniques [23, 28] to address this issue.
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6. Dataset

Figure 19 shows a thumbnail of our created dataset, covering diverse object categories. For each object regarded as one concept, we invited three normal users without any professional training in drawing to trace separate contour lines $S_C$ and details lines $S_D$ over the reference images. One training sketch traced over an image generally cost 30s-2min for an amateur, while a testing one cost less than 1min. The sketch-image pairs are with purple borders in Figure 19. Note that each concept has 1-6 image-sketch pair(s) for training, where the concepts of human portrait and clothing only have a single pair. Then, the users were asked to create 3-5 edited dual sketches (with yellow borders in Figure 19) initialized from one of the traced sketches or drawn from scratch. In this way, we created the concepts with different fine-grained attributes (shape, pose, details) from the reference images, represented by the edited sketches. For each traced or edited sketch, we used a polygon filling method (implemented via OpenCV v3) to automatically generate a foreground mask following $S_C$. The automatically generated masks were generally accurate but the annotators were allowed to manually refine the masks if necessary. Finally, we obtained 35 groups of concept data, with 102 traced sketches with paired images, 159 edited sketches, as well as foreground masks corresponding to both sketches. Similar to [3], we set up ten prompt templates with the learned textual token $[v]$ as follows:

- “A photo of $[v]$ at the beach”
- “A photo of $[v]$ in the jungle”
- “A photo of $[v]$ in the snow”
- “A photo of $[v]$ in the street”
- “A photo of $[v]$ on top of a wooden floor”
- “A photo of $[v]$ with a city in the background”
- “A photo of $[v]$ with a mountain in the background”
- “A photo of $[v]$ with the Eiffel tower in the background”
- “A photo of $[v]$ floating on top of water”
- “A photo of $[v]$ in an office”

Therefore, we have $2,610 = (102+159) \times 10$ sketch-text pairs for evaluation.

7. Implementation Details

Our method and all the compared baselines were based on Stable Diffusion v1.5 [47]. A training image and its corresponding sketch were both resized to $512 \times 512$. The sketch features extracted from a sketch encoder $\mathcal{F}$ were injected into four layers of the encoder of the denoising U-Net, with resolutions of $64$, $32$, $16$, and $8$, following the settings of [36]. For the optimization of Stage I, we only fine-tuned a newly added textual token $[v]$ with a learning rate of $5e^{-5}$. The token was initialized using the class name of the target concept, e.g., “toy” for the toy object. The sketch encoder for Stage I is a pre-trained model (t2iadapter_sketch_sd15v2) from [36] with frozen weights during optimization. For Stage II, we jointly optimized the token $[v]$ and two sketch encoders with a small learning rate of $2e^{-6}$, similar to [3]. The weights of the two sketch encoders were initialized with those of the pre-trained one [36] used in Stage I. During training, a text prompt as input was randomly selected from the list of text templates in [21], while during testing, the prompt was picked from our created dataset. Empirically, we trained each stage in our experiment for 400 steps (batch size=16) using the Adam solver via the PyTorch framework. We randomly augmented (with the probability of 0.5) the training data by translating each sketch-image pair in the range of $[-0.2,0.2]$, rotating it in the range of $[-45°,45°]$, and horizontal flip. We trained and tested our method CustomSketching on a PC with Intel i9-13900K, 128GB RAM, and a single NVIDIA GeForce RTX 4090. The two-stage optimization took around 30 mins, while one pass inference (DDPM sampling with 50 steps) cost around 3s.

We used cross-attention maps in each layer of the denoising U-Net to compute shape loss $L_{\text{shape}}$. Following Hertz et al. [25], we combined and averaged all the cross-attention maps $A_{\theta}(z_t, v)$ of the token $[v]$. The different layers of the attention maps with diverse resolutions were resized to $16 \times 16$ for computation.

8. Experiments

Comparisons with SOTAs. In the main text, we adapted DB [48] and TI [21] with a pre-trained sketch encoder [36] to fit the task of sketch concept extraction, refer to DB-E and TI-E. Since DB learned a novel concept by binding a unique identifier (e.g., “sks”) with a specific subject in a text prompt, we provided a text prompt like “a photo of a sks toy” for the toy category for training and testing. Note that the weights of the sketch encoder in DB-E and TI-E were frozen to keep the two methods intact mostly. In the Supp, we further adapted DB and TI with two learnable sketch encoders fed with the dual-sketch representation as ours did, respectively referring to DB-FE and TI-FE. Considering vanilla DB might have enough capacity to learn a
Figure 10. Qualitative comparison between ours and vanilla DB with a pre-trained sketch T2I-adapter (DB/E). The results show DB/E fails in correctly reconstruction and editing the reference image.

For tuning-free methods, we compared our method with MS-E [8] in the main text, but we found it often drifted the original style of the reference images due to the gap between the generated images and real images. A follow-up work, RIVAL [72], was proposed to alleviate such a gap. RIVAL employed a pre-trained ControlNet [70] to enable sketch-based editing for real images. We also compared our method with the sketch-based version of RIVAL (denoted as RIVAL-E) by directly using their released code. The tuning-based methods (DB/E, DB-FE, DB-E, TI-FE, TI-E) had the same training parameters and augmentation tricks as ours.

Ablation Study. Figure 21 shows more results for comparisons between our method and the ablated ones mentioned in the main text. We show two more ablated variants here: 1) adopting a single encoder in Stage II with the dual-sketch representation, i.e., merging \( S_C \) and \( S_T \) into one sketch map as input; 2) w/o Stage I, i.e., only jointly optimizing a newly added token and the two sketch encoders. As shown in Figure 21 and Table 2, the single-encoder setting could not effectively differentiate shape and details, thus causing worse sketch faithfulness and identity preservation than ours. Removing Stage I results in unsatisfactory performance.

Table 2. Quantitative comparisons for diverse methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Prompt ↑</th>
<th>Identity ↑</th>
<th>Perceptual ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB/E (S(_C))</td>
<td>0.647</td>
<td>0.868</td>
<td>0.202</td>
</tr>
<tr>
<td>DB/E (S(_T))</td>
<td>0.647</td>
<td>0.870</td>
<td>0.196</td>
</tr>
<tr>
<td>DB-FE</td>
<td>0.642</td>
<td>0.879</td>
<td>0.192</td>
</tr>
<tr>
<td>DB-E</td>
<td>0.641</td>
<td>0.889</td>
<td>0.182</td>
</tr>
<tr>
<td>TI-FE</td>
<td>0.634</td>
<td>0.906</td>
<td>0.165</td>
</tr>
<tr>
<td>TI-E</td>
<td>0.642</td>
<td>0.867</td>
<td>0.214</td>
</tr>
<tr>
<td>RIVAL-E</td>
<td>0.627</td>
<td>0.899</td>
<td>0.151</td>
</tr>
<tr>
<td>MS-E</td>
<td>0.633</td>
<td>0.884</td>
<td>0.16</td>
</tr>
<tr>
<td>Single-encoder</td>
<td>0.623</td>
<td>0.910</td>
<td>0.142</td>
</tr>
<tr>
<td>Single-sketch</td>
<td>0.622</td>
<td>0.908</td>
<td>0.146</td>
</tr>
<tr>
<td>w/o ( L_{\text{shape}} )</td>
<td>0.639</td>
<td>0.906</td>
<td>0.150</td>
</tr>
<tr>
<td>w/o ( L_{\text{seg}} )</td>
<td>0.618</td>
<td>0.909</td>
<td>0.142</td>
</tr>
<tr>
<td>w/o Masked ( F )</td>
<td>0.620</td>
<td>0.911</td>
<td>0.141</td>
</tr>
<tr>
<td>w/o Stage I</td>
<td>0.632</td>
<td>0.904</td>
<td>0.164</td>
</tr>
<tr>
<td>Ours</td>
<td>0.632</td>
<td>0.912</td>
<td>0.134</td>
</tr>
</tbody>
</table>
reconstruction since the setting would mislead the optimization in disentangling the global semantics into $[v]$ and local features into $F$. Table 2 also confirms such a conclusion (see the identity similarity and perceptual distance).

**Robustness Evaluation.** We show the robustness of our method from two aspects: 1) **Inputting sketches different from the training samples.** Our method can effectively avoid the T2I-adapter overfitting on given sketches thanks to our optimization settings, thus tolerating sketches different from the training data. This is why our method can be successfully applied to concept transfer (see Main-text Figure 8 & Figure 16). Figure 11 shows more results given two cases of different sketches, i.e., sketches from other concepts and low-quality sketches. 2) **Multiple Random Seeds.** We show diverse results given multiple random seeds with the same text and sketch (Figure 12). Since the foreground object is conditioned on the text and sketch, denoising with different seeds mainly varies the background generation, and our method can perform stable to make sure the foreground object is always faithful to the sketch given diverse seeds.

**9. Applications**

We implemented four applications enabled by our CustomSketching. Below, we show more results and the implementation details.

**Local Editing.** Incorporating [4], our method can be applied to local image editing, which allows users to edit a local region of a given real image via sketching while keeping the unedited region intact. Figure 14 shows the pipeline of such an application. After extracting a novel concept $[S]=\{[v], F\}$ given reference sketch-image pair(s), users can provide a blending mask $M_B$ and a part sketch inside the mask to indicate an editing input. Then, our method blends the local sketch with the original sketch to be an edited sketch $S$ fed into the learned dual-encoder $F$. Given the extracted sketch feature and a prompt “a photo of a [v]”, the denoising U-Net produces a foreground latent, which is blended with the background latent inverted from the original image via $M_B$ to achieve the final editing result. The two latents are blended during all the inference time steps ($T=50$). Figure 15 presents more local editing results for human portrait manipulation (Top) and virtual try-on/clothing design (Bottom).

**Concept Transfer.** Our method can transfer the learned concepts locally or globally to a target object with similar semantics, as shown in Figure 16. Similar to the pipeline of local editing (Figure 14), users may provide an editing input to indicate local shape or structure to transfer a target concept $[S]$.

**Multi-concept Generation.** Given a set of the extracted sketch concepts $\{S_i\}=\{[v_i], F_i\}$, our method can directly combine them without extra optimization. Figure 17 shows the pipeline of multi-concept generation implemented by our method. Given an input sketch annotated with diverse concepts, our method divides it into separate sketches fed

![Figure 11. Diverse results given different sketches with the same text prompt and random seed.](image1)

![Figure 12. Multiple random seeds with the same text and sketch for sampling diverse results.](image2)
into their corresponding dual-encoder $F_i$. Then, the extracted features are masked respectively using $M_i$ and then aggregated together by summation, finally injected into the pre-trained T2I diffusion model. The given prompt is in the format of \([v_1] \text{ and } [v_2] \ldots \text{ and } [v_i]\) to cover multiple concepts. Figure 13 shows more results of multi-concept generation.

**Text-based Style Variation.** Our method decouples global semantics and local features of a reference image to a textual token \([v]\) and a sketch encoder $F$. Thus, our method can be used to produce diverse style variations of the target object while preserving its geometry (shape and details), as shown in Figure 18. To this end, our method first extracts a concept \(S=\{[v], F\}\) from sketch-image pair(s). Then, it takes as input the sketch (regarded as an intermediate representation of object geometry) fed to $F$ and a style prompt without the learned \([v]\) from the original image (e.g., “a crayon drawing”) to control the target style. We compared our method with PnP [54], a text-based image-to-

![Figure 13](image)

Figure 13. Additional results of multi-concept generation enabled by our method. The prefix of the text prompt is “a photo of...”.

image translation method, by feeding a masked image (only with a foreground object) to this method. PnP consists of an inversion step and an inference step. For comparison, we provided an initial prompt (e.g., “a photo of a toy” for the toy category) for inversion and a style prompt (e.g., “a crayon drawing of a toy”) for inference to change the object style. Thanks to the given sketch, our method better disentangles the geometry and style, thus offering more user controllability and flexibility via sketching.
Figure 14. The pipeline of local editing enabled by our method.

Figure 15. Additional results of local editing enabled by our method. The top row is for human portrait manipulation (removing the glasses and changing the hair region), while the bottom row is for virtual try-on and clothing design.

Figure 16. Additional results of concept transfer enabled by our method. The left half shows examples of local concept transfer for adding a beard (Top) and adding a hair bun (Bottom). The right half shows examples of global concept transfer for changing the object semantics while preserving its shape and pose.
Figure 17. The pipeline of multi-concept generation enabled by our method. Separately learning each concept (a), our method can directly combine them for multi-concept generation during inference (b) without extra fine-tuning.

Figure 18. Comparisons of the results by our method and PnP [54] for text-based style variation.
Figure 19. A thumbnail of our created dataset for training and testing. The pairs of reference images and the corresponding traced sketches are with purple borders, while the edited sketches are with yellow borders.
Figure 20. Comparisons of the results generated by our method and the adapted state-of-the-art methods, given the same training data (sketch-image pairs in Columns 1 & 2), edited sketch (Column 3), and text prompt (at the bottom of each group of results).
<table>
<thead>
<tr>
<th>Training Image</th>
<th>Training Sketch</th>
<th>Edited Sketch</th>
<th>Ours</th>
<th>Single-encoder</th>
<th>Single-sketch</th>
<th>w/o $L_{\text{shape}}$</th>
<th>w/o $L_{\text{ref}}$</th>
<th>w/o masked $\mathcal{F}$</th>
<th>w/o Stage I</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
<td><img src="image5" alt="Image" /></td>
<td><img src="image6" alt="Image" /></td>
<td><img src="image7" alt="Image" /></td>
<td><img src="image8" alt="Image" /></td>
<td><img src="image9" alt="Image" /></td>
<td><img src="image10" alt="Image" /></td>
</tr>
<tr>
<td>&quot;a photo of [v] with a city in the background&quot;</td>
<td>&quot;a photo of [v] floating on top of water&quot;</td>
<td>&quot;a photo of [v] on top of a wooden floor&quot;</td>
<td>&quot;a photo of [v] at the beach&quot;</td>
<td>&quot;a photo of [v] with the Eiffel tower in the background&quot;</td>
<td>&quot;a photo of [v] with a mountain in the background&quot;</td>
<td>&quot;a photo of [v] in the snow&quot;</td>
<td>&quot;a photo of [v] in the jungle&quot;</td>
<td>&quot;a photo of [v] in the street&quot;</td>
<td>&quot;a photo of [v] in an office&quot;</td>
</tr>
</tbody>
</table>

Figure 21. Comparisons of the results generated by our method and the ablated variants, given the same training data (sketch-image pairs in Columns 1 & 2), edited sketch (Column 3), and text prompt (at the bottom of each group of results).