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Abstract
Minimizing bandwidth consumption while maintaining satisfac-
tory visual quality becomes the holy grail of volumetric content
delivery. However, due to the huge amount of 3D data to stream,
the stringent latency requirement, and the high computational
workload, achieving this ambitious goal could be challenging for
mobile mixed reality headsets, which can naturally enable viewers’
motion with six degrees of freedom but have limited computing
power. Motivated by our critical observations from a user study
of eye movements with 50+ participants, in this paper, we present
Theia, a first-of-its-kind gaze-driven and perception-aware volu-
metric content delivery system that effectively incorporates the
following innovations into a holistic system: (1) real-time creation
of foveated volumetric content to reduce network data usage; (2) ef-
ficient augmentation of foveal content to boost user experience; and
(3) adaptive omission of peripheral content for further bandwidth
savings based on eye movements. We implement a prototype of
Theia usingMicrosoft HoloLens 2 headsets and extensively evaluate
its performance. Our results reveal that compared to the state-of-
the-art, Theia can drastically reduce bandwidth consumption by
up to 67.0% and enhance visual quality by up to 92.5%.
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• Information systems→Multimedia streaming; •Computing
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Figure 1: Key components of Theia. Foveated content is cre-
ated with high (reduced) quality in the fovea (periphery).

1 Introduction
Holographic communication [24] that delivers 3D content to en-
able interactive and immersive applications has been envisioned
as a top use case for 6G [88, 90]. A hologram, which can be ap-
proximated with volumetric content for capturing 3D scenes, is
typically represented by a point cloud or mesh [11, 22]. Existing
work on volumetric content delivery either directly streams com-
pressed point clouds [38, 56] or pre-renders them into 2D content
before delivery [37, 67], because point cloud is simple and flexible
compared to mesh. Due to the 3D nature of volumetric content, its
streaming is not only bandwidth-hungry (e.g., >1 Gbps through-
put [78]) but also computation-intensive for decoding, transcoding,
and rendering [56]. Thus, the state-of-the-art usually deals with
medium-quality volumetric content, for example, with up to 250K
points per frame, on average, in ViVo [38].

Volumetric content allows viewers to adjust their viewing direc-
tion and navigate freely in 3D space, granting them the six degrees
of freedom (6DoF) motion. Hence, to achieve a truly immersive and
engaging experience when viewers consume point-cloud content
with mixed reality (MR) headsets such as Microsoft HoloLens 2 [2],
the point density that determines the visual quality should be high
to avoid visual artifacts [47]. For example, it may demand >1M
points per frame when users are close to the displayed content,
which leads to ∼3.6 Gbps bandwidth consumption (§2.3). This re-
quirement makes volumetric content delivery challenging for MR
headsets with limited computing resources. Thus, existing systems
have mostly been designed for more powerful smartphones that
display content on a 2D screen [38, 56, 67], leading to a barely sat-
isfactory user experience due to the unnatural interaction with 3D
volumetric content (§2.1).
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Foveated rendering [36, 57] has been extensively studied for
optimizing on-device computation overhead when displaying high-
fidelity content on headsets [12, 83]. The high-level idea is to lever-
age unique features of the human visual system (HVS, §2.2) and re-
duce the amount of rendered content in the peripheral area outside
where the user’s eye gaze is located (i.e., the foveal area). However,
this technique could not reduce the required bandwidth for streaming,
as the optimization is done for only rendering, and full-resolution
content still needs to be delivered. To address this problem, foveated
streaming has recently been explored by the computer graphics
community, mainly for delivering dynamic virtual reality (VR) con-
tent and 360° videos [58, 69]. However these approaches are not
fully applicable to 3D volumetric content (e.g., point clouds). This
is because they overlook the varying sensitivity of the HVS, and
lack the consideration of occlusion optimization, which saves sub-
stantial bandwidth in 3D content streaming (§6.2). Moreover, none
of them examined gaze prediction, which is essential to optimize the
quality of experience (QoE) in a dynamic environment with fluctu-
ating network bandwidth and delay. In these network conditions,
gaze prediction is vital for pre-generating high-quality foveated
content and reducing latency in content updates.

In this paper, we propose Theia1, which is, to the best of our
knowledge, the first gaze-driven and perception-aware volumetric
content delivery system (Figure 1). The overarching goal of Theia is
to make foveated streaming practical for volumetric content. While
the concept of foveated streaming is straightforward, when design-
ing Theia, we face the following key challenges: (1) the feasibility
of accurate gaze prediction with fast eye movements; (2) the instant
creation of high-fidelity foveated volumetric content with gaze data;
and (3) the enhancement of QoE under demanding scenarios such
as short viewing distance and low network bandwidth.

The design of Theia is motivated by the crucial observations
from our IRB-approved user study with 52 participants to char-
acterize eye movements and explore their predictability. Our key
insight is that while gaze motion is inherently more flexible than
head motion [31, 45], it is feasible to predict future eye movements
when users consume volumetric content with MR headsets. This is
because in MR scenes, virtual objects are integrated with the real
world, and Theia streams them without the need to transmit back-
ground data. This differs from 360° videos or VR, where dynamic and
new background leads to faster eye movements as users respond
to unfamiliar visuals (§3.1). This distinction enables more precise
gaze predictions. Hence, leveraging deep-learning-empowered gaze
prediction, Theia generates, in real time, foveated content based on
predicted gaze motion, effectively augments foveal content when
viewing distance is short, and dynamically skips peripheral content
during fast eye movements, benefiting from the temporal effects of
HVS (§2.2). Overall, Theia incorporates the following innovations
and contributions into a holistic system.
Characterizing Eye-gaze Movements (§3.1). We construct the
first gaze-motion dataset with eight diverse volumetric videos. It
consists of 530+ minutes of gaze trajectories from 52 participants.
Compared to 360° panoramic videos, the display area of volumet-
ric content is typically limited (e.g., positioned at fixed locations),
making gaze movements less random (i.e., focused on the content).
1Theia is the Greek goddess of sight, vision, and divine light.

Thus, this nature of volumetric content facilitates more accurate
gaze predictions.
Accelerating and Optimizing Foveated Content Generation
(§4.2). We propose a lightweight yet efficient scheme to create
foveated volumetric content in real time based on predicted gaze
motion. It projects 3D points onto a 2D plane, performs a log-polar
transformation [15] that leverages unique features of the HVS to
drastically reduce the number of points required for maintaining
satisfactory QoE, and converts the resulting 2D data back to a
foveated point cloud. When doing this, Theia not only generates
high-fidelity foveated volumetric content but also effectively takes
viewing distance and content occlusion into consideration. Theia’s
design operates on individual points simultaneously and enables
parallel execution on GPUs for fast processing. Thus Theia can
process high-quality point clouds in real time.
Enhancing User Experience with Foveal Content Augmen-
tation (§4.4). The visual quality of foveated content may still fall
short at closer viewing distances, affecting the QoE. Existing solu-
tions to enhance content quality, such as inpainting [29] and super-
resolution [60, 99], are computation-intensive and not applicable to
Theia. We design a lightweight scheme to adaptively augment the
visual quality of foveal content, considering each point’s distance
to the fovea.
Alleviating Network Load with Peripheral Content Skip
(§4.5). The above foveation-based optimizations may still generate
content with substantial data size, leading to high bandwidth con-
sumption. Leveraging the temporal effects of human perception, we
propose to adaptively skip the delivery of peripheral content and
reuse that of the previous frame during rapid eye movements, to
further reduce bandwidth consumption while maintaining a good
QoE, especially when the bandwidth is limited.
Implementing and Evaluating Theia (§5, §6). We build a proto-
type of Theia on Microsoft HoloLens 2 and thoroughly evaluate its
performance via controlled experiments and another IRB-approved
user study with 20+ participants. We summarize our key experi-
mental results as follows.
● Compared to ViVo, jointly applying all optimizations in Theia
reduces network data usage by 67.0% and 9.93% under unthrot-
tled high-throughput WiFi networks and when the bandwidth is
fluctuating/limited, respectively.
● Theia’s server and client consistently operate at 30 FPS (frames
per second) with an end-to-end latency of <100 ms across vari-
ous network conditions, ensuring a smooth QoE by making gaze
prediction accurate (with a short window).
● Measured by two metrics for foveated content, Theia demon-
strates remarkable improvements in visual quality over ViVo, espe-
cially under fluctuating/limited bandwidth.
● Our second user study for performance evaluation indicates that
various components of Theia can achieve a 45.0% – 92.5% improve-
ment in QoE compared to ViVo.

The source code of Theia is available at https://github.com/
wunan96nj/Theia_MobiSys2024. We hope they can facilitate fur-
ther research on foveated streaming and gaze prediction. This work
does not raise any ethical issues.
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2 Background and Motivation

2.1 Introduction of Volumetric Content
In contrast to 2D images with pixels, volumetric content can be rep-
resented in formats such as point cloud and mesh [70]. Point cloud,
comprising 3D points with attributes such as color, has gained popu-
larity [38, 56, 67] due to its simplicity and flexibility in representing
non-manifold structures [27]. This paper focuses on point clouds,
aligning with current practices in state-of-the-art streaming sys-
tems [34, 38, 56, 100, 102]. We can potentially extend the high-level
concepts of Theia to 3D mesh by adjusting peripheral resolution.

Volumetric content delivery requires substantial network band-
width and computation resources to ensure a satisfactory QoE.
Recent research has focused on optimizing bandwidth consump-
tion and computation overhead. These strategies include visibility-
aware content reduction [38, 81], remote rendering to minimize
client and network workload [37, 67], novel compression and decod-
ing schemes [56], and 3D super-resolution to enhance the content
quality [100]. Meanwhile, millimeter wave technology that provides
multi-Gbps bandwidth has been utilized for supporting high-quality
volumetric content delivery, even in multi-user scenarios [101, 102].

While volumetric content could be displayed on various devices,
including personal computers (PCs), smartphones, and headsets,
the key differences lie in their user interface and display methods.
PCs can only emulate 6DoF motion with a mouse and keyboard.
Smartphones track 3DoF rotational movements but struggle with
translational movement localization [16]. Mobile headsets, such
as Microsoft HoloLens 2 [2], can naturally support 6DoF motion
with dedicated sensors and specialized software building blocks.
Moreover, given the small display size of smartphones, their entire
screen, and thus all displayed content, may fall into the foveal area,
making foveated streaming less effective.

2.2 Human Visual System and Perception

Human Visual System (HVS) works with photoreceptors in the
retina and neural pathways in the brain to interpret and compre-
hend visual stimuli from the environment [40, 94]. Human vision
consists of two regions: the fovea and the periphery [36]. The fovea
is a small area with a high density of cone cells and nearly half of the
optic nerve fibers, enabling clear and detailed central vision. The
remaining optic nerve fibers are dispersed in the peripheral retina
for detecting information from the encompassing visual field [32].
Saccadic Omission. Eye movements can be broadly classified into
three patterns based on speed: fixation, smooth pursuit, and sac-
cades [62]. Saccades are rapid eye movements in a short time period,
resulting in diminished visual perception, which is referred to as
saccadic omission [28, 95]. The omission is a neural mechanism that
prevents the transmission of visual data to the brain to avoid the
negative experience caused by motion blur during rapid eye move-
ments. It initiates ∼50 ms before a saccade and persists throughout
its duration. The sensitivity of HVS typically returns to its full
capacity within 40–60 ms after a saccade ends [68, 95].
Temporal Effects of HVS are about how human vision works over
time [12]. Specifically, these effects involve the persistence of infor-
mation within the HVS for a brief period after the visual stimulus
disappears. Although both the foveal and peripheral regions of HVS
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Figure 2: (a): Viewing distances to volumetric content (from
our user study). (b): Decoding and rendering framerate of
Samsung Galaxy S21 (S) and Microsoft HoloLens 2 (H). We
omit the framerate of decoding point clouds with less than
200K points on S21, as it is >180.

are susceptible to temporal effects [17], within their threshold, the
HVS maintains a continuous and stable visual quality [49].

Note that while perception awareness has been explored in pre-
vious work, such as Pano [35] for spatial visual quality adaptation
in 360° video streaming, Theia incorporates the unique saccadic
omission and temporal effects inherent to the HVS into volumet-
ric content delivery. Theia leverages eye-gaze data, rather than
head movements, to offer further mobile data reduction and user-
experience improvement.

2.3 Motivation
In contrast to smartphones, delivering high-quality volumetric con-
tent forMR headsets brings forth two significant challenges: notably
increased computational demands on the client side and even higher
bandwidth consumption.
Goal: High-quality Volumetric Content Delivery for MR
Headsets. Since volumetric content enables 6DoF motion, satisfac-
tory visual quality depends on the viewing distance of users [38].
Among existing public datasets of volumetric content, 8i [1] of-
fers a high fidelity with up to 1M points per frame. Those points
are voxelized, with the size of each voxel ∼1.75 mm. Considering
normal visual acuity with 20/20 vision [87] (i.e., the ability to distin-
guish objects/colors with an eccentric angle as low as 1 arcminute),
low-resolution artifacts could be noticed even when rendering ∼1M
points in each frame if the viewing distance is <6 m (§4.4). Fig-
ure 2(a) plots the viewing distance to volumetric content from the
traces collected during our user study (§3). The typical short dis-
tance shown in this figure necessitates the delivery of high-quality
volumetric content for MR headsets.
Challenge 1: High Computation Overhead. Decoding and ren-
dering high-fidelity volumetric content is computation-intensive
for MR headsets. In Figure 2(b), we plot the frame-rate of point
cloud rendering and decoding (with Draco [5]) on HoloLens 2 [2]
and the decoding framerate of Samsung Galaxy S21 (a smartphone
released in January 2021) for volumetric content with different point
densities. In the plot, we depict the 5th, 25th, 75th, and 95th per-
centiles, medium, and mean (green dots). HoloLens 2 can support
the rendering of volumetric content at 30 FPS with only up to 300K
points. Point cloud decoding also presents a bottleneck, achieving
higher than 30 FPS with only ∼200K points per frame, which is
significantly less than the number of points (e.g., ∼1M points) that
may be required for rendering high-fidelity content. While par-
allelization could accelerate the decoding [56], it competes with
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Name Avg # Total # Bitrate w/o Bitrate w/
of Pts/Frm of Frames Comp. Comp.

Soldier 1,075K

300

3,870 780
LD 834K 3,002 693
Loot 794K 2,858 600
RnB 727K 2,617 567
Lubna 402K 300 1,447 362
Matis 406K 1,461 336
V1 29K 1,938 104 29
V2 60K 2,612 216 58

Table 1: Dataset with eight diverse videos. The first four
videos are from 8i [1] (LD: Long Dress; RnB: Red and Black).
The next two videos are from V-SENSE [79, 80]. The last two
videos were captured by ourselves, one capturing a cosplay
actor, and another capturing a singer. Bitrate is in Mbps.

rendering for GPU resources. Figure 2(b) also demonstrates that
the computing power of HoloLens 2 is much lower than Samsung
Galaxy S21 (200K vs. 800K for 30 FPS decoding). However, con-
sidering the heat dissipation of head-mounted displays [72] such
as HoloLens 2, adding more computation resources to make them
comparable to smartphones remains challenging.
Challenge 2: High Bandwidth Requirements. Delivering high-
quality volumetric content for MR headsets is extremely bandwidth-
demanding. For example, streaming uncompressed point clouds
containing >1M points at 30 FPS requires ∼3.6 Gbps bandwidth,
assuming each point takes 15 bytes with 4 bytes per (X, Y, Z) po-
sition coordinates and 1 byte per (R, G, B) color dimensions. Even
with various optimizations proposed in previous work, such as
ViVo [38], the required bandwidth could be as high as 450 Mbps
when delivering point clouds with more than 1M points [56].

The above two challenges motivate us to optimize computa-
tion overhead and bandwidth requirements by taking advantage of
the unique features of HVS for delivering high-quality volumetric
content to MR headsets (e.g., leveraging foveated streaming).

3 Gaze Movement & Prediction

3.1 Characterizing Eye-gaze Movement
Basics of Eye Tracking. Eye tracking is a vital component in
foveated rendering, which monitors and records eye movements in
real time and is now available on MR headsets, such as HoloLens
2 [7]. Various eye-tracking techniques have been developed, includ-
ing the tracking of pupil movement via the light reflection from
a VR headset’s screen [61] and the study of light absorption by
the pupil, facilitated by photodiodes strategically placed on AR
headsets around the eyes [62].
User Study for Collecting Gaze-motion Data. Since there is no
publicly available gaze-motion dataset for volumetric content, we
conduct an IRB-approved user study to gain a deep understanding
of gaze behavior and facilitate the design and evaluation of Theia.
We recruit 52 participants (Female: 17; Male: 35) from a large uni-
versity, with an average age of 24.7±2.1. Table 1 summarizes the
characteristics of the eight videos in our dataset, which are diverse
in terms of averaged number of points per frame (∼30K to >1,000K),

Figure 3: Heatmaps for (a) rotational and (b) translational
dimensions of gaze data collected in our user study.

video length (10 s to >85 s), and bitrate (∼100 Mbps to >3,800 Mbps
before compression; ∼30 Mbps to ∼800 Mbps after compression).

For data collection, we employ the built-in gaze tracking of
HoloLens 2, which operates at 90 Hz [7]. Considering that the 8i and
V-SENSE videos have a duration of only 10 seconds, we repeat them
eight times before proceeding to the next one to gather enough data
samples. Since volumetric content enables 6DoF motion, repeating
the same video does not diminish the interactivity/engagement
of users as they can consume the content from varying angles
and distances during replay. We let users watch our captured long
videos V1 and V2 only once. In total, our dataset contains 530+
minutes of gaze motion trajectories for volumetric content.
Analyzing Gaze Movement. To investigate gaze motion patterns
when users consume volumetric content on MR headsets, we an-
alyze the heatmaps of gaze data for rotational and translational
dimensions and calculate the proportions of different types of gaze
movements, including fixation, smooth pursuit, and saccade.

Figure 3 indicates how displayed volumetric content influences
users’ 5DoF 2 motion and attention. We omit the Y dimension in
Figure 3 as our dataset shows that vertical motion is limited, which
is consistent with the observation in ViVo [38]. Figure 3(a) presents
the heatmap for the rotational dimension, showing the majority
of gaze data is concentrated. Moreover, the scattering along the
yaw dimension is more pronounced than the pitch dimension, re-
flecting the natural tendency of human gaze to cover a wider range
horizontally. Figure 3(b) shows the heatmap for the translational
dimension. This heatmap is highlighted around (−4, 0) because the
volumetric content at (0, 0) is facing this direction.

We compare the proportions of different eye-movement stages
when users watch volumetric content on MR headsets and 360°
videos on VR headsets by contrasting our dataset with that released
by Xu et al. [97] (referred to as 360-Video thereafter). The latter
is a large-scale gaze-tracking dataset for 360° videos, consisting
of 45 participants watching 208 videos at 25 FPS. Based on the
motion-velocity settings [62] we classify eye movements into three
stages. Gaze motion with a velocity slower than 5 °/𝑠 is categorized
as fixation, between 5 and 40 °/𝑠 as smooth pursuit, and exceeding
40 °/𝑠 as saccades. Using these criteria, we generate the cumulative
distribution function (CDF) for gaze velocity in both datasets, as
illustrated in Figure 4. We employ the z-test [93] and reveal signifi-
cant differences in gaze patterns between the two datasets, with a
2Since the gaze vector only describes which direction to look in (i.e., yaw and pitch),
gaze information for volumetric content possesses 5DoF (X, Y, Z, yaw, pitch), where X
is for left and right, Y for up and down and Z for forward and backward.
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p-value close to 0. Compared to the 360-Video dataset, the fixation
stage in our dataset makes up a larger percentage (33.3% higher),
while the saccade stage takes up a smaller percentage (28.0% lower).

3.2 Gaze Prediction
In this section, we demonstrate our insight in §3.1. When users
watch volumetric content on MR headsets, gaze prediction tends to
be more accurate than when they view 360° videos on VR headsets.
VACL Model. Accurate gaze prediction is vital for enhancing the
QoE in foveated streaming. By predicting where a user will look
next, we can generate foveated content with optimal visual quality
in advance, reducing the latency between gaze movements and the
resulting updates of foveal content. Our prediction model, named
VACL (Velocity-Acceleration-CNN-LSTM), predicts each dimension
(X, Y, Z, yaw, and pitch) individually by combining a convolutional
neural network (CNN) for feature extraction with a long short-term
memory (LSTM) for learning sequential gaze data. The model also
takes gaze velocity and acceleration as inputs, which improves
prediction accuracy [46]. VACL’s CNN component has one layer
with an output channel size of 256, and the LSTM has a hidden
layer size 128. For training, we utilized the Adam optimizer [53]
with a learning rate of 0.001. The model is trained with a batch
size of 50,000 and uses mean absolute Error (MAE) as the loss
function. We set the prediction window to 100 ms, considering both
the computational latency on the edge and client (§6.3) and the
capabilities of 5G networks (§6.1). We also show the effectiveness of
VACL with a longer prediction window in §6.4. We set the history
window as 100 ms due to observed negligible differences between
history windows ranging from 100 ms to 300 ms.
EvaluationResults.We compare VACLwith three baselines: linear
regression (LR), multilayer perceptron (MLP), and a state-of-the-art
LSTM proposed by Illahi et al. [46]. We use different user sets for
training and testing, applying it across all content. Figure 5 shows
that the VACL model outperforms the others by handling the com-
plexity of gaze dynamics with the CNN and LSTM components,
exhibiting lower/comparable errors across all dimensions. The av-
erage translational errors are approximately 2.64 cm, and rotational
errors are around 2.68°.

Gaze prediction for volumetric content poses a greater challenge
than 360° videos, requiring accurate prediction for both rotational
and translational dimensions. However,volumetric content in an
MR setting, seamlessly integrates with the real world, eliminat-
ing the need for background information. This differs from 360°

videos, where backgrounds affect gaze direction and cause more fre-
quent saccades. Figure 6 compares the predictions on the 360-Video
dataset and ours in rotational dimensions, revealing that gaze pre-
diction for volumetric content exhibits significantly lower errors.

Wemeasure the inference time of the VACLmodel on an NVIDIA
GeForce RTX 3060 GPU. While a larger history window adds to
the VACL model more input features, this model is lightweight
(with 128 units for each of the two layers) and maintains an average
inference time of 0.95 ms across various history window sizes. We
find this gaze prediction latency to be acceptable, compared to the
33 ms processing time budget allocated for computing on the edge
in 30 FPS streaming.

4 System Design of Theia

4.1 Overview
Theia is a volumetric content delivery system designed for MR head-
sets, which leverages their eye-tracking capabilities and the unique
features of HVS via foveated streaming. Theia focuses on 3D con-
tent streaming to mitigate content drifts (§6.1)), and demonstrates
techniques designed for 2D frames are suboptimal for volumetric
content, as most of them ignored gradual sensitivity drops in HVS
(§6.2)) and disregarded the occlusion points. The primary objective
of Theia is to make foveated streaming practical for volumetric con-
tent, by benefiting from the synergy between mobile computing,
networked systems and multimedia.

Figure 7 illustrates the architecture and workflow of Theia. It
focuses on optimizing the edge-to-client streaming, for which the
edge consistently prefetches the coarse-grained, viewport-adaptive
volumetric content from a remote server by adopting existing de-
signs [38, 56]. For edge-to-client streaming, the Theia client con-
tinuously performs gaze tracking and uploads the gaze trajectory
and estimated network capacity to the edge. Based on the uploaded
information and the prefetched content, Theia first efficiently gen-
erates foveated, gaze-adaptive content in real time and determines
the proper point size for rendering. Thus, different from viewport-
adaptive techniques [38, 56], which typically adjust content based
on users’ head motion, Theia’s foveated streaming leverages gaze
data to further optimize bandwidth consumption and on-device
computational resource usage for viewport content. Theia then
intelligently augments the foveal content by considering the view-
ing distance and adaptively skips the current frame’s peripheral
content by reusing the previous one based on the eye movement
speed. Theia uses Draco [5] for content encoding, a state-of-the-art
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Figure 7: System architecture and workflow of Theia.

encoding method in systems such as ViVo [38], YuZu [100], MetaS-
tream [34], and CaV3 [66]. Once receiving the delivered volumetric
content, the Theia client decodes and renders point clouds with
the received point size. We emphasize that most of Theia’s design
choices aim to enable parallel execution on GPUs for fast processing,
such as operating on individual points simultaneously. Thus, pro-
cessing a higher number of points (e.g., in multi-object scenarios)
does not significantly increase the computation latency (§6.3).

4.2 Real-time Foveated Content Generation
Problem. During streaming, the foveated volumetric content is
generated at the edge based on the (predicted) gaze movements
of users. To optimize QoE, Theia necessitates an efficient content
creation scheme that aligns well with the HVS. Such a scheme
demands real-time generation of foveated content with a minimal
data size that could achieve the visual quality required by the HVS.
Challenge. Foveated streaming should carefully balance the com-
putation latency of content generation, the size of created content,
and the resulting visual quality. Consider a straightforward ap-
proach proposed by Tefera et al. [92], which divides content in the
viewport into multiple concentric cones and gradually reduces each
cone’s quality (i.e., the further away from the center, the lower).
While this method offers fast execution by merely determining the
corresponding concentric cone for each point, dividing the con-
tent into concentric cones results in unsmooth changes of visual
quality from the fovea to the periphery. Furthermore, the foveal
angle (i.e., the size of the foveal area) lacks consensus in previ-
ous studies (e.g., 1.5° [12, 41], 5° [36], and 7.5° [42]). This variance
makes it challenging to determine a universally accepted foveal
angle for content generation. More importantly, this scheme fails to
utilize depth information, which is helpful for discarding occluded
points and indistinguishable ones for long viewing distances to
save bandwidth [38].
Our Approach. Theia’s approach is inspired by the log-polar trans-
formation [15] for 2D videos, which has demonstrated its capabil-
ities of generating, in real time, foveated content with a smooth
transition between different levels of detail [74]. As shown in Fig-
ure 8(a), it utilizes a 2D buffer where each row represents a circular

Unit Distance

Origin

(b)

v

u

(a)

Figure 8: Illustrations of foveated content generation and
foveal content augmentation: (a) log-polar transformation
(X: target empty buffer element) and (b) 3D to 2D projection
on a dummy plane.

ring that is equally spaced in the log-polar coordinate system, and
each column represents a sector that is equally spaced in the same
system. When the row index 𝑢 increases, the buffer element at
(𝑢, 𝑣) covers a larger area, similar to a human’s acuity drop [36].

We propose a novel log-polar transformation with 3D-2D-3D
projection in Theia to generate foveated volumetric content, instead
of directly handling 3D data, which could be computation-intensive.
The high-level idea is to project 3D points onto a dummy 2D plane
while recording their depth information, apply a log-polar transfor-
mation to the projected points to generate foveated 2D content, and
then use the recorded depth information to convert the resulting
2D content back to a foveated point cloud. When doing this, our
lightweight transformation could seamlessly incorporate occlusion-
and distance-visibility optimizations into Theia, eliminating the
additional overhead required for such processing. Note that simi-
lar optimizations in ViVo [38] determines the occluded content at
the cell level, which is coarse-grained, to save computation over-
head. On the other hand, Theia determines the occlusion at the
fine-grained point level by employing the 3D-2D-3D projection.

We first project each point to a dummy 2D plane, which is per-
pendicular to the gaze direction and is placed at one unit distance
away from the user’s eyes, through 3D to 2D perspective projec-
tion [33]. As shown in Figure 8(b), we project the point 𝑃𝑝𝑜𝑖𝑛𝑡 to
the dummy plane at 𝑃𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 , (𝑥,𝑦). To get this projected point,
we calculate the relative position vector of 𝑃𝑝𝑜𝑖𝑛𝑡 to the gaze ori-
gin (i.e., the center of two eyes) as 𝑃𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 = 𝑃𝑝𝑜𝑖𝑛𝑡 − 𝑃𝑔𝑎𝑧𝑒 . The
depth along the gaze direction is 𝑑𝑝𝑜𝑖𝑛𝑡 = 𝑃𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 ⋅𝐷𝑔𝑎𝑧𝑒 , where
𝐷𝑔𝑎𝑧𝑒 is the gaze vector. The perspective projected position vec-
tor is 𝑃𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 = 𝑃𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒⇑𝑑𝑝𝑜𝑖𝑛𝑡 . By dividing 𝑑𝑝𝑜𝑖𝑛𝑡 , the depth of
𝑃𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 along the gaze direction is set to one unit, making it end on
the dummy plane. Accordingly, we can retrieve 𝑃𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 , (𝑥,𝑦), on
the dummy plane (i.e., 𝑃𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 ’s endpoint). After that, each point
on the plane with a coordinate (𝑥,𝑦) is transformed to the log-polar
coordinate (𝑢, 𝑣) as follows.

𝑢 = 𝑙𝑜𝑔𝑏(
𝜌

𝑡𝑎𝑛(𝑀𝐴𝑅0)), 0 ≤ 𝑢 < 𝐻

𝑣 = arctan(𝑦
𝑥
)⇑2𝜋 ×𝑊

(1)

where 𝑏 = (𝑊 + 𝜋)⇑(𝑊 − 𝜋) follows the design in Araujo and
Dias [15] and describes how fast the quality drops from the foveal
to the peripheral area.𝑊 ×𝐻 represents the size of the log-polar
buffer. We set 𝑏 to be 1.022 for high-quality transformation [36],
resulting in𝑊 = 286. 𝜌 is the distance from the projected point to
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the plane’s origin. 𝑀𝐴𝑅0, the smallest minimum angle of resolu-
tion (MAR), is set to be 1 arcminute, the highest foveal acuity of
healthy, non-elderly adults [36]. Given that the diagonal field of
view (FOV) of existing headsets is <70° [3, 8], we create a buffer
with 𝐻 = 𝑙𝑜𝑔𝑏(𝑡𝑎𝑛(140°⇑2)⇑𝑡𝑎𝑛(𝑀𝐴𝑅0)) ≈ 420 to cover a 140°
FOV, addressing the extreme case where content is rendered, for
instance, at the bottom-left, while the fovea is at the top-right of
FOV. To introduce occlusion and distance awareness into Theia,
when multiple points are mapped to the same place, we keep only
the one with the smallest 𝑑𝑝𝑜𝑖𝑛𝑡 , and when closeby distant points
are mapped to the same log-polar buffer, only the closest one with
the smallest 𝑑𝑝𝑜𝑖𝑛𝑡 is kept.

After the aforementioned processing, the content is transformed
into a log-polar buffer, where (𝑢, 𝑣) denotes the coordinate of each
point in the buffer. To generate the foveated volumetric content,
we finally reverse the log-polar buffer back to the original Cartesian
representation. The transformation of the buffer element at (𝑢, 𝑣)
to (𝑥 ′,𝑦′) on the 2D plane is as follows.

𝑥
′ = tan(𝑀𝐴𝑅0) × 𝑏𝑢 × cos(𝜃)

𝑦
′ = tan(𝑀𝐴𝑅0) × 𝑏𝑢 × sin(𝜃)
𝜃 = 2𝜋 × 𝑣⇑𝑊

(2)

To convert the transformed (𝑥 ′,𝑦′) back to 3D point 𝑃 ′𝑝𝑜𝑖𝑛𝑡 , we
first retrieve the transformed position vector 𝑃 ′𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 given the
dummy plane and (𝑥 ′,𝑦′). Then, we can get the position vector
𝑃
′
𝑝𝑜𝑖𝑛𝑡 = 𝑃 ′𝑝𝑟𝑜 𝑗𝑒𝑐𝑡 × 𝑑𝑝𝑜𝑖𝑛𝑡 + 𝑃𝑔𝑎𝑧𝑒 , whose endpoint is part of the
foveated volumetric content.

4.3 Point Size Determination
The size of a 3D point is an important attribute that affects the
visual quality of rendered volumetric content [55], but has not yet
been studied in existing work on volumetric content delivery [38,
56, 67, 100, 102]. For point-cloud-based volumetric content, each
point represents a voxel in 3D space. The proper point size depends
on the point density (e.g., the size should be small for a dense area)
to avoid visual artifacts. For example, in the 8i dataset [1], points
are uniformly sampled with each covering a voxel with a size 𝑠 of
1.75 mm. Thus, setting the point size to 1.75 mm is essential for
optimal visual quality.

The density of points generated by Theia decreases from the
fovea to the periphery. Therefore, to achieve high visual quality,
we should adjust each point’s size based on its distance to the fovea
for high-quality rendering. The key insight is that elements of
log-polar buffer at different rows cover voxels with different sizes:
tan(𝑀𝐴𝑅0)×(𝑏𝑢+1−𝑏𝑢)×𝑑𝑝𝑜𝑖𝑛𝑡 , where𝑢 represents the row index
of the buffer element, and 𝑑𝑝𝑜𝑖𝑛𝑡 is the recorded depth for the point
that is mapped to the buffer element. We set the rendering size
of a point to be the same as the voxel size it represents to ensure
optimal visual quality. The determined point sizes are transmitted
to MR headsets for rendering.

4.4 Foveal Content Augmentation
Problem. The visual quality of high-fidelity content may still fall
short at closer viewing distances, affecting the QoE. Since the
foveated content generation in Theia follows the HVS, when the

viewing distance is short (e.g., <6 m in the 8i dataset [1]3), many
buffer elements may be empty. This is because the log-polar buffer
becomes denser near the fovea, and the original content may not
be dense enough to fill this region, leading to visual artifacts in the
foveal area.
Challenge. We can improve the quality of foveal content by ei-
ther augmenting the log-polar buffer or upsampling the foveated
point cloud. Previous work in the computer vision community has
explored inpainting [29] for filling missing 2D pixels or 3D super-
resolution [60] for point upsampling. However, both of them are
computation-intensive [18, 100] and thus cannot be directly applied
to Theia. For example, on an edge that is equipped with an Intel
i7-11700 CPU and an NVIDIA GeForce RTX 3060 GPU, the inpaint-
ing function implemented by OpenCV [20] takes more than 500 ms.
While PU-GAN [60], one of the state-of-the-art super-resolution
models, takes >200 ms to upsample the point clouds by 4×.
Our Approach. In Theia, we design a lightweight approach to
enhance foveated content and improve QoE by directly augmenting
the 2D log-polar buffer due to its simplicity compared to 3D point
clouds. As shown in Figure 8(a), a log-polar buffer element at (𝑢, 𝑣)
may lack a mapped point if the original content is not sufficiently
dense. To address this, we propose to search the non-empty neigh-
bors around (𝑢, 𝑣) and fill the buffers using their interpolated color
and depth values. However, it is essential to confine the search
distance. The excessive searching distance can result in inaccurate
fills for buffer elements that should remain empty (i.e., where no
content is meant to be rendered). As a result, our search range is
confined between (𝑢 −𝑢𝑑𝑖 𝑓 𝑓 , 𝑣 − 𝑣𝑑𝑖 𝑓 𝑓 ) and (𝑢 +𝑢𝑑𝑖 𝑓 𝑓 , 𝑣 + 𝑣𝑑𝑖 𝑓 𝑓 )
within the log-polar buffer.

For determining the values of 𝑢𝑑𝑖 𝑓 𝑓 and 𝑣𝑑𝑖 𝑓 𝑓 , we first con-
sider a scenario where the maximum distance from any point
within two adjacent voxels to a voxel center is the voxel size 𝑠 .
Thus, the minimum searching distance that guarantees to reach
a voxel center from these points is 𝑠 . We consider any empty
log-polar buffer element that is transformed back to these points
should be augmented. On the dummy plane (§4.2), 𝑠 in 3D space
is transformed to 𝜏 = 𝑠⇑𝑑𝑝𝑜𝑖𝑛𝑡 . Thus, we derive 𝑣𝑑𝑖 𝑓 𝑓 by calcu-
lating the equivalent size of 𝜏 in the log-polar space. Specifically,
𝑣𝑑𝑖 𝑓 𝑓 = 𝜏⇑(2𝜋 × tan(𝑀𝐴𝑅0)×𝑏𝑢⇑𝑊 ). 𝑢𝑑𝑖 𝑓 𝑓 is determined by loop-
ing from 0 to 𝐻 −𝑢, until tan(𝑀𝐴𝑅0) × (𝑏𝑢+𝑢𝑑𝑖𝑓 𝑓 −𝑏𝑢) > 𝜏 . Theia
searches for at most 4 neighbors by following the design in bilinear
interpolation [54]. If all neighbors within the searching region are
vacant, the buffer element at (𝑢, 𝑣) is left empty, indicating that
there is no content available for rendering.

4.5 Peripheral Content Skip
Problem.With the log-polar buffer size defined in §4.2, the number
of delivered points could be as high as 420×286 = 120,120, which
happens when all buffer elements are not empty. Recall that each
point takes 15 bytes (§2.3). If we use a float number (4 bytes) to
represent the point size, the required bandwidth of the raw point

3In the 8i dataset [1], each point covers a voxel size of 1.75 mm. We can calculate the
maximum distance 𝐷 at which human eyes can distinguish two adjacent points with
voxel sizes of 𝑠 with 𝐷 = 𝑠⇑𝑡𝑎𝑛(𝑀𝐴𝑅0). With a voxel size 𝑠 = 1.75 mm, 𝐷 ≈ 6 m.
This means that visual artifacts in point clouds can be noticed by humans with healthy
eyes within 6 m.
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cloud could be up to 120,120 × 19 (bytes) × 8 (bits) × 30 (FPS) ≈
547 Mbps. The reduction from high bandwidth (e.g., ∼3.8 Gbps for
Soldier) to ∼500 Mbps illustrates the potential bandwidth savings of
our log-polar domain encoding, with ∼500 Mbps representing the
theoretical maximum buffer size. Thus, we should further reduce
the amount of transmitted data for good QoE, especially under low
network bandwidth.
Challenge. Given that our log-polar transformation, which follows
the requirements of HVS, has reduced the number of points as much
as possible without sacrificing QoE, further performing spatial
compression will inevitably introduce visual artifacts. On the other
hand, while temporal frame skip can potentially reduce a large
amount of data, naively skipping frames may degrade visual quality,
resulting in issues such as stuttering [75].
Our Approach. Although existing systems, such as ViVo [38],
adopt spatial skipping of peripheral content out of users’ predicted
viewport, none of them has explored temporal skipping to save
bandwidth. We propose to dynamically skip peripheral content
in frames out of the foveal area, instead of the viewport, when
eye-movement speed is high. When the current frame’s peripheral
content is temporally skipped, we reuse that from the previous
frame for rendering.

The rationale behind this design choice is that humans are less
sensitive to changes in the peripheral area during rapid eye move-
ments (§2.1). We incorporate this design to save bandwidth for
streaming higher-quality foveal content, which could enhance
QoE with optimized bandwidth usage, particularly under fluctu-
ating/limited conditions (§6.5). Theia defines the peripheral area
by considering a 7.5° foveal angle, the maximum from the litera-
ture [12, 36, 41, 42].We first estimate the speed of gaze motion based
on recently received and the predicted gaze data. Then, we compare
the estimated speed with a threshold 𝑇𝑠 to determine whether to
skip the peripheral content. A larger value of 𝑇𝑠 skips less periph-
eral content with minimal impact on visual quality, but resulting
in limited bandwidth reduction. In contrast, a smaller value of 𝑇𝑠
leads to more frequent skipping of peripheral content during fast
eye movements, saving more bandwidth but may negatively affect
QoE. Theia empirically sets 𝑇𝑠 as 10 °/s based on our performance
evaluation of different values for 𝑇𝑠 in §6.4.

4.6 Rate Adaptation
A straightforward method for adapting content quality during
streaming is to reduce point density based on estimated net-
work capacity, similar to adaptive bitrate streaming for traditional
videos [48, 71]. However, directly applying this method to point
clouds generated by Theia can significantly affect QoE. This is be-
cause Theia carefully calculates each point’s size, and dropping
points without updating their sizes can result in artifacts (i.e., holes)
in the rendered content.

In Theia, the point size is determined during log-polar trans-
formation, and thus we propose to resize the log-polar buffer by
adjusting its dimension before performing the transformation to
accommodate network dynamics. We calculate the reduction rate 𝑟
of log-polar buffer, compared to the buffer size defined in §4.5, based
on an existing throughput estimation algorithm [48]. Then, Theia
resizes the buffer to𝐻⇑⌋︂𝑟 ×𝑊 ⇑⌋︂𝑟 before performing the log-polar

transformation. Accordingly, each point’s size is increased by
⌋︂
𝑟

to cover a larger voxel due to the reduction of point density.

4.7 Integration of Gaze Prediction

Theia incorporates the VACL model (§3.2) for gaze prediction to
enhance QoE, aligning with the high throughput and low latency
envisioned in 6G. Theia employs a default prediction window of
100 ms to accommodate latency introduced by data processing and
transmission, as well as addressing network jitter. This window is
adjustable: a smaller window enhances gaze prediction accuracy
but demands quicker content generation and delivery, while a larger
window provides more time for these tasks but may result in slower
response to gaze changes, potentially lowering QoE. We show how
a longer prediction window affects the visual quality in §6.4.

The Theia client periodically sends gaze data, along with content
requests, to the edge. Upon receiving the data, Theia first performs
gaze prediction and then generates content based on the predicted
gaze motion. We do not design further measures to handle inac-
curate gaze prediction, as it typically occurs during saccadic eye
movements [13, 14, 44, 76]. In such situations, saccadic omission
(§2.2) serves to alleviate the negative impact of gaze-prediction er-
ror on QoE, as users may not perceive quality drops resulting from
inaccurate prediction caused by saccades. This is verified by an-
other user study in §6.5, which evaluates users’ QoE while watching
volumetric content with Theia.

Our research initially focused on single-object scenarios to mo-
tivate the development of our design, while it proves effective in
multi-object scenarios. Specifically, the edge leverages viewport-
visibility content prefetching (§4.1) to limit bandwidth consumption
in scenarios when multiple objects are not simultaneously visible.
We further show that the occlusion-aware and parallel process-
ing designs make Theia remain effective in multi-object scenarios
through evaluations (§6).

5 Implementation

We implement the Theia server in C++ on Linux and test it with
Ubuntu 18.04. We develop the prototype of the Theia client on
HoloLens 2 [2] using Unreal Engine 4.26 [10]. Our implementation
is compatible with other headsets that support eye tracking. On
the server, we implement gaze prediction using PyTorch C++ [82]
and leverage the server’s GPU with the CUDA toolkit [4] to cre-
ate foveated content and augment the content quality. The client-
server communication is based on a custom protocol over TCP.
For the client on HoloLens 2, we enable 90 FPS eye tracking with
the Extended Eye Tracking APIs [6]. We cross-compile the Draco
library [5] to decode compressed point clouds and use Unreal En-
gine’s Niagara particle system to render them. We save the decoded
points’ positions and sizes into float textures and their colors into
uint8 textures, with each texture pixel representing a point to enable
efficient data transfer to the GPU-accelerated system for rendering.
In total, our implementation consists of 11,400+ lines of code (LoC)
in C++: 3,900+ LoC for the server and 7,500+ LoC for the client.
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6 Performance Evaluation

6.1 Experimental Setup
Devices. Our client device is Microsoft HoloLens 2 [2] which is
equipped with a Qualcomm Snapdragon 850 chip. The edge server
is a machine equipped with an Intel i7-11700 CPU, 32GB memory,
and an NVIDIA GeForce RTX 3060 GPU.
Network Conditions. We connect the client and server with a
Linksys WiFi router. The throughput is ∼450 Mbps, and the round-
trip time is ∼6 ms. We increase the round-trip time to ∼30 ms [86]
with tc [9]. Moreover, we evaluate the performance of Theia over
fluctuating/limited bandwidth in a reproducible manner by utilizing
tc [9] to replay five network bandwidth traces collected at various
locations on a large commercial cellular network in the U.S. The
average bandwidths of these traces are 25.5±2.7 Mbps, 35.3±5.1
Mbps, 51.27.0 Mbps, 101.9±9.7 Mbps, and 151.4±39.7 Mbps. Those
cellular traces with low bandwidth are from Vues [67] authors.
Streaming Systems. We compare the fully-fledged Theia with
ViVo [38], a baseline system for foveated streaming, and three
variations of Theia.
● ViVo: We re-implement ViVo, the state-of-the-art volumetric
streaming system, on HoloLens 2.
● Baseline: A basic foveated streaming system that divides point
clouds into concentric cones of varying qualities [92].
● Variations of Theia: Theia(L) for content generation using only
log-polar transformation, Theia(L+S) that combines log-polar trans-
formation and peripheral content skip, and Theia(L+A) that inte-
grates log-polar transformation and foveal content augmentation.

We do not compare Theia with YuZu [100], M5 [102], and
Vues [67], which are all orthogonal to our design and can be
used to further enhance its bandwidth savings. The reason is that
YuZu leverages a high-performance PC as the client to facilitate
super-resolution, and no MR headsets currently support mmWave,
which is required by M5. Vues [67] leverages an edge server to
pre-transcode volumetric content into 2D streams, which may lead
to content drifts of more than 30 cm (due to inaccurate viewport
prediction). We re-implement Vues to compare it with direct stream-
ing4, illustrating that the drifts in Vues negatively affect the QoE.
Videos and Users.We select four videos for performance evalua-
tion: Soldier, Long Dress, Loot, and Matis. We deploy volumetric
content at a 1:1 scale, representing avatars true to their real-world
sizes. We uniformly sample 10 user traces based on the average
gaze prediction errors across the four evaluation videos. Note that
Theia and Baseline generate foveated content with the highest point
density available in the dataset (e.g., around 1,075K points for the
Soldier video) for a fair comparison, while the highest point density
for ViVo is limited by the decoding capability of HoloLens 2 at 30
FPS, about 200K points per frame.
Metrics. We evaluate network throughput and end-to-end la-
tency of Theia under both unthrottled WiFi networks and fluctuat-
ing/limited bandwidth and monitor the CPU and GPU utilization
on the client. For visual quality, we employ two foveation-based
metrics: FA-SSIM [84] and EWPSNR [63]. We conduct a user study
to evaluate the real-world user experience of Theia.
4https://www.youtube.com/watch?v=F1TQlYJuUws.
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Figure 9: Comparison of network throughput (in Mbps) of
ViVo and Theia under (a) unthrottled WiFi networks and (b)
fluctuating/limited bandwidth.

6.2 Network Throughput
We compare the network throughput of Theia and ViVo under
various network conditions using selected videos and user traces.
The throughput of Theia is 67.0% (shown in Figure 9(a)) and 9.93%
(shown in Figure 9(b)) lower than that of ViVo under unthrottled
WiFi networks and fluctuating/limited bandwidth, respectively. The
difference is particularly significant under unthrottled WiFi net-
works because ViVo transmits high-quality point clouds for content
that falls into the user’s viewport, while Theia delivers content for
which only the foveal area has high visual quality. By reducing
bandwidth usage, Theia potentially aids in saving energy consump-
tion of mobile devices due to the reduced demands for both data
transmission and processing.

We compare Theia with Baseline under unthrottled WiFi net-
works. Baseline’s average throughput is 150±40 Mbps (not shown
in Figure 9(a)), which is ∼5× that of Theia. Baseline’s high band-
width consumption arises from its design of dividing content into
concentric cones with the same quality within each cone which
disregards the gradual sensitivity drops in HVS, and failing to re-
move occluded points which leads to redundant points in content.
Conversely, Theia smoothly adjusts visual quality from the fovea to
the periphery based on the HVS and takes occlusion optimization
into consideration, thus saving substantial bandwidth.

Next, we analyze the impact of each component of Theia on
bandwidth saving shown in Figure 9. Comparing Theia(L) with
Theia(L+S), we find that dynamically skipping the peripheral con-
tent based on gaze movements, Theia saves 26.3% and 33.3% band-
width consumption under unthrottled WiFi networks and fluctuat-
ing/limited bandwidth, respectively. We then compare Theia with
Theia(L+A) and observe a 9.3% and 6.1% reduction under these
two conditions. This bandwidth saving is insignificant compared
with the previous case because the augmented foveal content has a
larger size compared to the skipped content. We finally evaluate the
impact of foveal content augmentation by comparing Theia with
Theia(L+S), and observe an average of 57.9% increase under both
network conditions. Nevertheless, content augmentation is the key
component to improving QoE, as it improves the streaming qual-
ity of the foveal area. We show the effectiveness of foveal content
augmentation in improving user experience in §6.5, by comparing
Theia(L+A) with Theia(L).

We also perform experiments for scenarios with two to four
objects. Our results show that the Theia’s throughput does not
show significant differences when compared to the single-object
scenario. This is because our algorithm is occlusion-aware, meaning
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Figure 10: Breakdown of Theia’s end-to-end latency under
fluctuating/limited bandwidth.

it intelligently identifies and omits the transmission of occluded
parts of multiple objects.

6.3 End-to-end Latency
We measure the end-to-end latency of Theia by breaking it down
into three components:
● Server-side latency is largely caused by gaze prediction, foveated
content generation, foveal content augmentation, peripheral con-
tent skip, and point cloud compression.
● Client-side latency encompasses mainly the time taken to decode
compressed point clouds.
● The transmission latency arises from data transfer between the
server and the client.

Figure 10 shows the overall latency of Theia and its three varia-
tions under fluctuating/limited bandwidth. The latency under un-
throttled WiFi networks shows similar patterns and is thus omitted.
The average latency of Theia’s edge and client component is <33 ms,
enabling foveated content streaming at 30 FPS. Moreover, the end-
to-end latency of Theia is less than 100 ms, ensuring optimal QoE
by enabling a small prediction window, which benefits accurate
gaze prediction.

To evaluate the impact of the peripheral content skip, we com-
pare the latency of Theia with Theia(L+A), and Theia(L+S) with
Theia(L). The peripheral content skip can decrease all three com-
ponents of the end-to-end latency, since it reduces the number of
points that need to be compressed and transmitted. Among them,
client-side processing latency has the most significant reduction,
with a decrease of >10%. This is mainly due to the limited com-
puting power of HoloLens 2, making peripheral content skipping
particularly beneficial in this case. Next, we evaluate the impact of
foveal content augmentation. Comparing Theia(L+A)with Theia(L),
foveal content augmentation increases server-side latency by 19.7%,
client-side latency by 15.7%, and transmission latency by 58.3%, as
the number of generated points grows.

We further perform experiments for scenarios with two to four
objects. Our findings indicate that the end-to-end latency of Theia
remains consistent compared to the single-object scenario. This
is attributed to the server-side’s design to utilize GPU for parallel
processing. Since the volume of content transmitted in multi-object
scenarios does not significantly increase (§6.2), the latency on the
client side is also not significantly affected.

We also compare Theiawith ViVo and Baseline under unthrottled
WiFi networks. ViVo does not require edge support, while Baseline
does not lead to considerable differences in server-side latency due
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Figure 11: Comparison of FA-SSIM and EWPSNR for (a) Theia
(T) and ViVo (V) under unthrottled WiFi networks (T-U/V-U)
and fluctuating/limited bandwidth (T-F/V-F) and (b) Theia
with both predicted (P) and static (S) gaze with prediction
windows of 100 ms (P100/S100) and 200 ms (P200/S200).

to the parallel processing design in both systems. On the other hand,
compared to Theia, ViVo and Baseline require the transmission of
a larger number of data points, leading to increased transmission
latency, around 3× for ViVo and 5× for Baseline. Furthermore, this
higher volume of points incurs additional computational latency
on the client side for decoding, amounting to around 2.5× for ViVo
and 4× for Baseline.
6.4 Visual Quality
We measure the visual quality of Theia with two metrics: FA-
SSIM [84] and EWPSNR [63]. Both are designed to evaluate
foveated content. They allocate weights to image pixels based on
the ground-truth gaze, with weights gradually decreasing from
the fovea to the periphery in alignment with the HVS. We render
reference images with the original high-fidelity point cloud (e.g.,
the Soldier video with more than 1M points per frame) and com-
pare them with content rendered by Theia and ViVo to show the
metric scores. Note that the highest point density ViVo can handle
is ∼200K per frame (§6.1).
Visual Quality of Foveated Content. Figure 11(a) illustrates
FA-SSIM and EWPSNR for content rendered by Theia and ViVo,
evaluated under both unthrottled WiFi networks (T-U/V-U) and
fluctuating/limited bandwidth (T-F/V-F). For both network con-
ditions, the average FA-SSIM/EWPSNR of Theia exceeds 0.85/30,
indicating good visual quality [21, 25]. Under fluctuating/limited
bandwidth, Theia notably outperforms ViVo by 0.164/2.507 in FA-
SSIM/EWPSNR. Even under unthrottledWiFi networks, the average
FA-SSIM/EWPSNR of Theia outperforms ViVo by 0.105/0.511, and
ViVo’s FA-SSIM shows a poor visual quality (<0.8 on average) [25].
We also compare the visual quality at varying viewing distances.
This comparison aligns with the results presented in Figure 11(a),
consistently showing that Theia outperforms ViVo. This is because
Theia aims to provide streaming with high-fidelity quality, while
ViVo provides a maximum point density of ∼200K per frame. More-
over, Theia consumes less bandwidth than ViVo, thus providing
better streaming quality under fluctuating/limited bandwidth.

In addition, Theia demonstrates resilience in maintaining visual
quality under fluctuating/limited bandwidth by dynamically skip-
ping peripheral content. We vary 𝑇𝑠 (§4.5) from 10 to 40, which
corresponds to ∼18% (𝑇𝑠=40) to ∼50% (𝑇𝑠=10) gaze data (§3.1), and
observe similar visual quality, with FA-SSIM around 0.88 and EWP-
SNR around 34.5. Consequently, we select 𝑇𝑠 as 10, as it skips more
peripheral content. Under fluctuating/limited bandwidth, Theia
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Figure 12: Comparison of ratings of (a): all users performing specific motion patterns, (b): only users with low network
bandwidth, and (c): all users freely exploring volumetric content. O: overall experience; S: smoothness; V: visual quality; and C:
clarity when moving close to the content. L: content generated with only log-polar transformation; L+S: content generated with
log-polar transformation and peripheral content skip; and L+A: content generated with log-polar transformation and foveal
content augmentation.

shows a marginal drop of 0.009/0.660 in FA-SSIM/EWPSNR com-
pared to those under unthrottled WiFi networks. This is because
by dynamically skipping periphery content, Theia can use saved
bandwidth to preserve the visual quality of foveal content. For com-
parison, ViVo shows a drop of 0.071/2.658 in FA-SSIM/EWPSNR
under fluctuating/limited bandwidth. We also expand experiments
for multi-object scenarios. As expected (§4.7), the Theia’s visual
quality shows similar results compared to the single-object scenario.
Significance of Gaze Prediction. A unique feature of Theia com-
pared to other foveated streaming systems is its incorporation of
gaze prediction. To demonstrate the significance of gaze prediction,
we evaluate the visual quality of content generated by prediction
and static gaze data from the previous frame, particularly during
rapid gaze movements (i.e., saccades). As evidenced in Figure 11(b),
the content generated with predicted gaze improves the average
FA-SSIM/EWPSNR by 0.022/0.050 and 0.180/0.423 when evaluated
against the 100 ms and 200 ms prediction windows (an upper bound
for the latency that Theia handles in 5G networks [96]) respectively,
compared to leveraging static gaze. While static gaze provides fair
quality during slow gaze movements, gaze prediction boosts qual-
ity for rapid gaze shifts, significantly raising SSIM at the 5th and
25th percentiles, proving its effectiveness in dynamic scenarios.
Note that compared to EWPSNR, FA-SSIM considers gaze veloc-
ity by assigning higher weights to the foveal area at faster gaze
movements. Thus, FA-SSIM is more sensitive to inaccurate gaze
prediction, especially during saccades.

6.5 User Study
To evaluate the effectiveness of each component of Theia and the
system as a whole from real users’ perspective, we conduct an-
other user study involving 21 participants (Female: 9, Male: 12),
with an average age of 24.1±1.7. We ask the participants to wear
the HoloLens 2 and watch volumetric videos streamed with ViVo
and various combinations of Theia’s components. We randomly
select the network trace, video content, and experiment order for
each user. Subsequently, we ask the user to perform the following
movements when watching the content.
● Specific Motion Patterns: To enable participants to view content
from diverse angles and distances, we first ask them to execute four

4m 4m 2m

4m 4m

2m

4m 4m 2m

Figure 13: Four movement patterns in the user study.

movement patterns, as depicted in Figure 13: 1) A left-right move-
ment spanning four meters; 2) A forward and backward movement
covering four meters; 3) Circling around the volumetric content
with a diameter of two meters; 4) Standing still and tracking a
moving object in the video.
● Free-to-explore: We allow participants to initially freely explore
either Theia or ViVo for 30 seconds, based on a random assignment.
Then, we ask them to replicate their trajectory for an apple-to-
apple comparison between Theia and ViVo when they explore with
another system.

Upon completing the tasks, we ask participants to rate their
experiences with the 7-point Likert scale (from 1: very bad to 7: very
good) [89] from four aspects: 1) overall experience, 2) smoothness,
3) visual quality, and 4) clarity when moving close to the content.
Specific Motion Patterns. Figure 12(a) presents ratings for dif-
ferent systems when performing specific movements. On average,
the ratings for Theia(L), Theia(L+S), and Theia(L+A) are 45.0%±
5.29%, 58.0%±7.90%, and 66.7%±7.00% higher than those of ViVo,
respectively. These results confirm the effectiveness of each com-
ponent of Theia. In addition, we observe an average improvement
of 18.4%±1.21% in the ratings of Theia(L+A) compared to Theia(L).
Users commented during the interview that, compared to Theia(L),
Theia(L+A) effectively concealed “black patches” (i.e., visual arti-
facts), enhancing their experience. This result demonstrates the
effectiveness of foveal content augmentation in Theia.

To evaluate the validity of peripheral content skip in Theia, we
select ratings from users in low bandwidth situations (7 users, aver-
aged bandwidth: 20.4 Mbps). Our rationale is that Theia can use the
bandwidth saved by skipping peripheral content to enhance visual
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quality of foveal area. As illustrated in Figure 12(b), users’ ratings
substantiate this point, with the rating of Theia(L+S) improving by
an average of 12.1%± 2.65% compared to Theia(L) for all four items.
Free-to-explore. Figure 12(c) shows ratings for ViVo and Theia
when users freely explore the content. We observe that the rating
for Theia is 92.5%±7.43% higher than that of ViVo. This is because
ViVo can display only the basic shape of the content, particularly
under fluctuating/limited bandwidth. In contrast, Theia maintains
the capability to render high-fidelity content in the foveal area.

6.6 Energy and Computation Utilization
To profile the energy consumption, we continuously replay video
streaming on HoloLens 2 under the unthrottled WiFi network for 1
hour. We start each experiment on the fully-charged device. After
the 1-hour experiment, the battery level decreases from 100% to 64%
for Theia, and to 55% for ViVo. The average CPU/GPU utilization on
HoloLens 2 is 93%/68% for Theia and 96%/85% for ViVo. Compared
to ViVo, Theia provides high-quality streaming with fewer points
and thus reduces the resource consumption of the client.

7 Discussion
Improving Gaze-prediction Accuracy. While Figures 5 and 6 in
§3 show that future gaze can be accurately predicted when consum-
ing volumetric content on MR headsets, the prediction accuracy
could be further improved in two possible directions. (1) By ac-
curately predicting saccade landing positions [13, 14, 76], we can
model the smooth transitions between fixations, resulting in more
natural and realistic gaze predictions. (2) Motivated by the success
of enhancing viewport-prediction accuracy for 360° video streaming
by leveraging saliency maps of panoramic frames [30], Theia can
potentially make gaze prediction more accurate with saliency maps
created from point clouds [91, 104]. However, computing saliency
maps for point clouds can not only be computationally expensive
but also make the model complicated, a significant challenge when
real-time prediction is required.
Privacy. Theia uploads viewers’ gaze trajectories to the edge server
to enable foveated streaming. This may raise privacy concerns as
gaze data may reveal personal information (e.g., gender, age, and
ethnicity) [64]. While we can protect gaze data through differential
privacy technology [43, 59], randomized encoding [19], additive
noises, and temporal and spatial downsampling [26], there is a
tradeoff between gaze-prediction accuracy, streaming efficiency,
and privacy protection, which is part of our future work.
Quality Assessment of Volumetric Content Delivery.While
subjective assessment could better reflect the user experience of
video streaming than the objective counterpart, it is not only time-
consuming but also costly. On the other hand, objective quality
assessment of volumetric content delivery is still in its early stage,
not even to mention its foveated version. We plan to develop deep-
learning-based quality metrics [77] in our future work.

8 Related Work
Volumetric Content Delivery. There is plenty of work on improv-
ing theQoE of streaming volumetric content [23, 38, 56, 67, 100, 102].
Early work aimed to reduce mobile data usage by leveraging
visibility-aware optimizations (e.g., ViVo [38]) and to accelerate

point-cloud decompression (e.g., GROOT [56]). Recent efforts in-
clude Vues [67] that transcodes a point cloud into multiple 2D
views, YuZu [100], enhancing the super-resolution for volumetric
video streaming, and M5 [102], utilizing 6DoF motion prediction to
adapt mmWave beams for multi-user streaming. Those methods
ignore gaze, which Theia leverages to enable foveated streaming.
Foveated Streaming. Existing work on foveated streaming focuses
on VR content [41, 58, 69]. There are only a few works on foveated
streaming for point clouds [73, 92]. Tefera et al. [92] divide 3D
space into concentric areas, resulting in unsmooth quality changes.
Meng et al. [73] investigate the streaming of static point clouds.
None of the above works considers gaze prediction, which we
leverage to boost the QoE of volumetric content delivery.
Perception-aware Video Processing. There is plenty of work
leveraging human perception to enhance video quality and user
experience from various angles, including developing visual quality
metrics [65], identifying factors impacting viewing experience [98],
and proposing encoding/compression methods to reduce network
overhead [51]. For example, Pano [35] takes advantage of quality
perception to optimize 360° video streaming while maintaining QoE.
Different from the above work, Theia benefits from eye tracking of
MR headsets to design a gaze-driven content delivery system.
Gaze Prediction is a broad concept in the literature, which refers
to not only the prediction of future gaze with historical informa-
tion [46, 97] (§3) but also the estimation of current gaze from various
sources [44, 52, 62, 85]. In contrast, we aim to build a real-time and
high-precision gaze prediction model that utilizes only historical
gaze motion for foveated volumetric content delivery.
Gaze-aware Applications. Besides foveated rendering and stream-
ing, eye-gaze information is beneficial for other applications such
as reduction of page load time for improving user experience [50],
optimization of energy efficiency for processing holograms [103],
and interaction with remote robots for wheelchair users [39].

9 Conclusion
In this paper, we presented the design, implementation, and eval-
uation of Theia, a novel volumetric content delivery system for
MR headsets that benefits from their eye-tracking capabilities and
unique features of human perception to reduce bandwidth consump-
tion and boost QoE. By devising efficient methods for real-time
foveated content generation, lightweight foveal content augmen-
tation, and dynamic peripheral content skip, Theia significantly
outperforms the state-of-the-art, demonstrated by our extensive
performance evaluation. We hope our study can stimulate novel
mobile MR applications that take advantage of volumetric content.
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