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Figure 1: We present StyleAvatar, a real-time high-fidelity portrait avatar reconstruction method.

ABSTRACT
Face reenactment methods attempt to restore and re-animate por-
trait videos as realistically as possible. Existing methods face a
dilemma in quality versus controllability: 2D GAN-based meth-
ods achieve higher image quality but suffer in fine-grained control
of facial attributes compared with 3D counterparts. In this work,
we propose StyleAvatar, a real-time photo-realistic portrait avatar
reconstruction method using StyleGAN-based networks, which
can generate high-fidelity portrait avatars with faithful expression
control. We expand the capabilities of StyleGAN by introducing a
compositional representation and a sliding window augmentation
method, which enable faster convergence and improve translation
generalization. Specifically, we divide the portrait scenes into three
parts for adaptive adjustments: facial region, non-facial foreground
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region, and the background. Besides, our network leverages the
best of UNet, StyleGAN and time coding for video learning, which
enables high-quality video generation. Furthermore, a sliding win-
dow augmentation method together with a pre-training strategy
are proposed to improve translation generalization and training
performance, respectively. The proposed network can converge
within two hours while ensuring high image quality and a forward
rendering time of only 20 milliseconds. Furthermore, we propose a
real-time live system, which further pushes research into applica-
tions. Results and experiments demonstrate the superiority of our
method in terms of image quality, full portrait video generation,
and real-time re-animation compared to existing facial reenact-
ment methods. Training and inference code for this paper are at
https://github.com/LizhenWangT/StyleAvatar.

CCS CONCEPTS
• Computing methodologies → Motion processing.

KEYWORDS
Facial Reenactment, StyleGAN, Video Portraits, Deep Learning,
Rendering-to-Video Translation.
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1 INTRODUCTION
Photo-realistic portrait avatar reconstruction and re-animation is
a long standing topic in computer vision and computer graphics,
with a wide range of applications from video editing to mixed
reality. Recent efforts on portrait avatar based on NeRF [Gafni
et al. 2021; Gao et al. 2022; Zheng et al. 2023] or some other 3D
representations present [Grassal et al. 2022a; Zheng et al. 2022a,b;
Zielonka et al. 2022] have demonstrated that stable 3D avatars
can be learned from monocular videos. However, compared to 2D
GAN-based methods, most 3D approaches still face limitations in
resolution and image quality. Additionally, these methods primarily
focus on the rigid facial regions, ignoring long hair, body parts, and
background elements. While backgrounds can be overlaid directly,
poorly executed overlays often lead to unrealistic results. The ideal
portrait avatar should prioritize high-fidelity, fast training, fine-
grained control, and real-time efficiency.

Learning 3D head avatars from monocular videos has been a
popular topic in recent years. Early works [Gafni et al. 2021; Grassal
et al. 2022a; Zheng et al. 2022a] incorporate NeRF into head avatars,
achieving promising view consistency. More recent approaches
either aim to achieve even better rendering realism [Xu et al. 2023b;
Zheng et al. 2022b] or faster training convergence and inference
speed [Gao et al. 2022; Xu et al. 2023a; Zielonka et al. 2022] by
utilizing more efficient 3D representations [Fang et al. 2022; Müller
et al. 2022]. In general, the core idea of 3D methods is to maintain a
relatively fixed feature space, such as topology-consistent meshes
or a canonical space, to enable each point or voxel to learn certain
local features from the video. This strategy leads to greater stability,
but also results in smoothed textures due to tracking instability or
other factors.

On the other end of the spectrum, benefiting from the powerful
StyleGAN [Karras et al. 2021, 2019, 2020], following works [Ab-
dal et al. 2021; Chen et al. 2022; Deng et al. 2020; Härkönen et al.
2020; Shen et al. 2020b; Tewari et al. 2020a,b; Wang et al. 2021b]
have drastically improved the semantic editing performance. Some
methods [Doukas et al. 2021b; Drobyshev et al. 2022; Khakhulin
et al. 2022] can create head avatars from a single image, while
others [Sun et al. 2022, 2023; Xiang et al. 2022] can even produce
controllable 3D faces with EG3D [Chan et al. 2022]. Nevertheless,
these StyleGAN-based methods mostly rely on a highly aligned
HD face dataset such as FFHQ, which lacks sufficient variation in
facial expressions. Additionally, they can not generate natural head
movements in portrait videos.

We propose StyleAvatar, a real-time system for photo-realistic
portrait avatar reconstruction using a StyleGAN-based network.
Our system is capable of generating a high-fidelity portrait avatar
in just three hours. To address the challenges of full photo-realistic
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portrait video reconstruction, we divide the portrait scenes into
three parts: the face, movable body parts (shoulders, neck, and
hair), and background. Each part has distinct attributes: the face
part provides almost all the moving information through 3DMM,
while the background is typically static. The movable body part
may contain numerous uncontrollable movements, but we can still
learn some trends from facial movements.

To overcome these challenges, we propose StyleAvatar, a real-
time system for photo-realistic portrait avatar reconstruction using
a StyleGAN-based network. Our system can generate a high-fidelity
portrait avatar in just two hours. In order to reconstruct a full
portrait video, we divide the video into three parts: facial region,
non-facial foreground region (shoulders, neck, hair etc.) and back-
ground. Each part has distinct attributes: the facial region can be
described by the 3DMM; the non-facial foreground region often
exhibits uncontrollable movements, but trends can be learned from
facial movements; and the background remains static. To better
represent the distinct features of the three parts, we use two Style-
GAN generators to generate two static feature maps for the facial
region and background, and propose a StyleUNet to generate the
non-facial foreground feature map from the input 3DMM rendering.
To accelerate the training and inference speed, we use use Neural
Textures [Thies et al. 2019] for the facial region during the fea-
ture combination stage. Moreover, a sliding window augmentation
method is introduced to improve translation generalization and
we pre-train the model on a small video dataset to further speed
up training. Finally, another StyleUNet is used to generate the fi-
nal images from the combined feature maps. Our framework is
designed to be easily accelerated by TensorRT and OpenGL, with a
forward rendering time of only 20 milliseconds, enabling real-time
live portrait reenactment. Results and experiments demonstrate
that our method outperforms existing facial reenactment meth-
ods in terms of image quality, full portrait video generation, and
real-time re-animation. Our contributions can be concluded as:

• We introduce a compositional representation that effectively
decomposes the facial region, the non-facial foreground re-
gion and the background, so that we can make adaptive
adjustments according to the characteristics of different re-
gions to increase the stability and the training speed.

• We further propose StyleUNet that leverages the best of
UNet, StyleGAN and time coding for video learning, which
enables high-quality video generation.

• A sliding window augmentation method together with a
pre-training strategy are proposed to improve translation
generalization and training performance, respectively.

2 RELATEDWORKS
Facial Reenactment Methods. These methods aim at generating

photo-realistic portrait images (including face, hair, neck and even
shoulder regions) of a target person given the performance of
another person, which is different from face replacement meth-
ods [Perov et al. 2020] or face performance capture and animation
methods [Li et al. 2012; Weise et al. 2011]. According to the input
data, facial reenactment methods can be roughly divided into three
categories: multi-view system based methods, single video based
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Figure 2: Our portrait avatar reconstruction and re-animation pipeline consists of three main steps: 3DMM tracking and ren-
dering, feature generation of the facial region, non-facial foreground region, and background, and final image generation from
the combined featuremap. To achieve this, we utilize two StyleGAN generators, a StyleGAN discriminator, and two StyleUNets.
Additionally, we incorporate data augmentation techniques with random boxes on input images and sliding windows on gen-
erated feature maps to improve translation generalization.

methods and single image based methods. Based on multi-view cap-
ture systems, recent researches [Lombardi et al. 2018, 2019; Ma et al.
2021; Raj et al. 2021; Wang et al. 2022a; Wei et al. 2019] were able
to generate facial avatars with impressive subtle details and highly
flexible controllability for immersive metric-telepresence. However,
difficulties in data acquisition limited the broad applications. On
contrast, single image-based methods [Averbuch-Elor et al. 2017;
Doukas et al. 2021b; Drobyshev et al. 2022; Geng et al. 2018; Hong
et al. 2022; Kowalski et al. 2020; Liu et al. 2001; Mallya et al. 2022;
Nagano et al. 2018; Olszewski et al. 2017; Siarohin et al. 2019; Vlasic
et al. 2005; Yin et al. 2022] were most easy to capture and could
produce photo-realistic facial reenactment results. However, shapes
and details may not be consistent when animating to large poses
and expressions especially for those regions that have not been well
covered in the single input image, not to say the dynamic facial
details. Single video based methods [Doukas et al. 2021a; Garrido
et al. 2014; Koujan et al. 2020; Suwajanakorn et al. 2017; Thies et al.
2015, 2016] showed more stable facial reenactment results. Among
them, [Kim et al. 2018] presented impressive full head reenactment
and interactive editing results based on an image2image transla-
tion framework. Recent methods [Gafni et al. 2021; Gao et al. 2022;
Wang et al. 2021a; Xu et al. 2023a,b; Zielonka et al. 2022] showed
state-of-the-art reenactment results with a parameter-controlled
neural radiance field. Other methods [Cao et al. 2022; Garbin et al.
2022; Grassal et al. 2022b; Zheng et al. 2022a,b] improved stability
and texture quality by utilizing 3D representations like meshes or
point clouds. However, existing single-video-based facial reenact-
ment methods still face challenges in recovering elaborate details
such as hairs, freckles, and even skin pores.

StyleGAN-based Facial Image Generation and Editing Methods.
These methods can produce high-resolution and photo-realistic
facial images [Karras et al. 2021, 2019, 2020] even under semantic
editing operations [Abdal et al. 2021; Alaluf et al. 2021; Chen et al.

2022; Deng et al. 2020; Ghosh et al. 2020; Härkönen et al. 2020;
Jang et al. 2021; Ren et al. 2021; Richardson et al. 2021; Shen et al.
2020a,b; Shi et al. 2022; Tewari et al. 2020a,b; Tov et al. 2021; Wang
et al. 2021b]. These works conducted semantic modifications on
the generated images of StyleGAN by decoupling the input latent
space. Moreover, Ghosh et, al. [Ghosh et al. 2020] and Shoshan et,
al. [Shoshan et al. 2021] combined the StyleGAN latent space with
the semantic input, such as 3DMM parameters [Blanz and Vetter
1999]. SofGAN [Chen et al. 2022] used semantic segmentation maps
to condition the image generator and achieves 3D aware generation
using 3D scans additionally for training. These methods provide
meaningful control over the shape, pose, hair and style of the gen-
erated photo-realistic facial images, but fine-grained expression
modifications such as blink remain unavailable. More importantly,
these methods heavily rely on a pre-trained StyleGAN latent space,
making it difficult for them to maintain temporal stability and con-
sistency of details during the editing process.

3 METHOD
As shown in Fig. 2, input with a monocular portrait video, we first
perform 3DMM tracking (Sec. 3.1) to generate synthetic renderings
with both predicted texture and UV coordinate vertex colors. Next,
in the feature generation stage (Sec. 3.2), we divide a portrait fea-
ture map into three parts: a static facial feature map generated in
UV space generated by a StyleGAN generator; a non-facial fore-
ground feature map generated from the input texture rendering by
a StyleUNet; a static background feature map generated by another
StyleGAN generator. Then, we employ Neural Textures to extract
a facial feature map from the UV space, and introduce a sliding
window data augmentation during the combination of feature maps
to better utilize information from the entire video. Finally, another
StyleUNet is used to generate images from the combined feature
maps and a StyleGAN discriminator is introduced for adversarial
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learning. Note that only the two StyleUNets are computed in the
inference stage, and re-animation can be achieved by replacing the
input expression and pose parameters from another video.

3.1 Data Processing
We first perfrom 3DMM tracking on the input monocular portrait
video to generate pixel-aligned 3DMM renderings for subsequent
training. We choose to use FaceVerse [Wang et al. 2022b] due to
its rich shape and expression bases and we add separate eyeballs.
A texture rendering with predicted texture is used for non-facial
foreground feature generation and another UV rendering with UV
coordinate vertex colors is used for the Neural Textures of the facial
region. To supervise the training of mask prediction in the feature
combination stage, we generate foreground masks using Robust
Video Matting [Lin et al. 2021].

For the 3DMM tracking algorithm, we need to solve for shape
coefficients \𝑠ℎ𝑎𝑝𝑒 , expression coefficients \𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 , texture coef-
ficients \𝑡𝑒𝑥𝑡𝑢𝑟𝑒 , translation 𝑡 , scale 𝑠 , and rotations of the head and
two eyeballs 𝑅1, 𝑅2, 𝑅3. To improve efficiency, we directly solve for
the analytical solutions of these parameters from facial landmarks
𝐾𝑡𝑔𝑡 detected by MediaPipe1. Specifically, we utilize the following
energy functions:

argmin
𝑅𝑥 ,𝑡,𝑠

∥𝑅𝑥𝐾𝑠𝑟𝑐 + 𝑡 −𝐾𝑡𝑔𝑡 /𝑠 ∥2 (1)

argmin
𝛿\𝑠ℎ𝑎𝑝𝑒 ,𝛿\𝑒𝑥𝑝

∥𝑅1 (𝐾𝑠𝑟𝑐 +𝐵𝑠ℎ𝑎𝑝𝑒𝛿\𝑠ℎ𝑎𝑝𝑒 +𝐵𝑒𝑥𝑝𝛿\𝑒𝑥𝑝 ) +𝑡−𝐾𝑡𝑔𝑡 /𝑠 ∥2 (2)

argmin
𝛿\𝑡𝑒𝑥

∥𝑇𝑠𝑟𝑐 + 𝐵𝑡𝑒𝑥𝛿\𝑡𝑒𝑥 −𝑇𝑡𝑔𝑡 ∥2 (3)

where 𝐾𝑠𝑟𝑐 represents the corresponding landmarks on FaceVerse,
while 𝐵𝑠ℎ𝑎𝑝𝑒, 𝐵𝑒𝑥𝑝 , 𝐵𝑡𝑒𝑥 represent the shape, expression, and tex-
ture bases. To obtain the final parameters, we solve Eq. 1 and Eq. 2
iteratively. Eq. 1 provides us with the rotation, translation, and
scale parameters, whereas Eq. 2 gives us the shape and expression
coefficients of FaceVerse. Additionally, we use Eq. 3 to solve for the
texture coefficients. Eq. 2 and Eq. 2 can be solved by LDLT decom-
position, while Eq. 1 can be solved by SVD decomposition. Since
we require the predicted shape to be consistent for the same person,
and the predicted texture is not critical for our framework, we only
solve for the shape and texture coefficients in the first frame.

To generate the UV rendering, we use UV coordinate vertex
colors, where the red and green channel pixel values correspond to
the x and y position in the UV coordinate. To generate the texture
rendering, we utilize the predicted texture and render it with a
pre-defined fixed lighting in order to accentuate facial expression
changes. Furthermore, in order to better utilize information from
the entire video, we propose a sliding window data augmentation
approach. Specifically, we enlarge the crop box of the portrait region
by 1.5 times, allowing for the preservation of more upper body and
background information, as shown in Fig. 2.

3.2 Feature Generation and Combination
In the feature generation stage, to create high-quality avatars, we
divide the portrait region into three parts and employ StyleGAN-
based networks to generate corresponding feature maps. Specifi-
cally, we use two StyleGAN generators to generate static feature

1https://github.com/google/mediapipe

Figure 3: The information stored in our temporal latent
space allows for changes in details such as hair changes
when inputting the same rendering with different temporal
latent code 𝑧𝑡𝑚𝑝 .

maps for the facial region and background. The facial feature maps
are generated in UV space, and the input identity latent code 𝑧𝑖𝑑 is
designed for pre-training, allowing us to generate different feature
maps for different videos. For the non-facial foreground region, we
propose a StyleUNet to generate the pixel-aligned feature map from
the input 3DMM rendering. We believe that plausible movements
of this part can be predicted from the movements of 3DMM. To
accommodate uncontrollable changes like hair motion, we use the
input temporal latent code 𝑧𝑡𝑚𝑝 as an additional input. We follow
Bahmani et al. [Bahmani et al. 2022] in using positional embedding
to map person identities and timestamps to higher dimensions, so
that they can be input into our network.

In the feature combination stage, we combine the three feature
maps to generate the final image. For the facial region, the 3DMM
already provides the basic geometry, so we adopt the Neural Tex-
tures proposed in Deferred Neural Rendering (DNR) [Thies et al.
2019] to generate a facial feature map by sampling from the facial
UV feature map using the UV rendering. As for the background and
non-facial foreground regions, we crop the generated feature maps
using sliding windows to ensure the pixel-aligned relationship be-
tween the input feature maps and the output images. To generate
dynamic facial changes and protruding shapes such as glasses, we
directly add the facial feature map and the non-facial foreground
feature map. To ensure that the foreground feature map is in front
of the background feature map, we first use a supervised convo-
lutional layer to predict a foreground mask from the foreground
and background feature maps, and then combine these two feature
maps using the predicted mask. Finally, we use another StyleUNet
to generate the final image from the combined feature map and the
networks are trained adversarially with a StyleGAN discriminator.
We also incorporate the temporal latent code 𝑧𝑡𝑚𝑝 as an additional
input to our StyleUNet. As depicted in Fig. 3, varying 𝑧𝑡𝑚𝑝 values
result in time-related changes such as hair movement. The use of a
mapping network and 𝑧𝑡𝑚𝑝 helps prevent overly smoothed details
by incorporating time-related but uncontrollable changes into the
latent space. Note that only the two StyleUNets will be computed
during the inference stage.

To overcome the challenge of handling free translational mo-
tions in 2D avatars, we propose a slidingwindow data augmentation
method to better utilize the information from the entire input video.
As demonstrated in Fig. 4a, the use of a simple UNet-based 2D
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Figure 4: Freemovement in a large rangemay tear the gener-
ated image using a simple UNet. By introducing the sliding
windows our avatar can move in a larger range.

avatar often leads to noticeable visual artifacts, such as image tear-
ing, particularly in cases of excessive head translations. This can
be attributed to two factors: firstly, UNets are known to be highly
sensitive to image translations; secondly, the central area of the
input portrait video tends to have more pronounced pose and ex-
pression changes, whereas the border area shows less variation,
leading to a reduced ability to generalize translations. To enhance
the translation generalization ability, we first employ random sam-
ple boxes on both the input images and their corresponding 3DMM
renderings. To ensure pixel-aligned features in the non-facial fore-
ground region, we pad the sampled input rendering to a higher
resolution (256 to 512). Then, to extract pixel-aligned background
and non-facial foreground regions from the generated feature maps,
we utilize two sliding windows. The position of these sliding win-
dows is determined by the input random sample boxes. Finally, we
concatenate the pixel-aligned texture renderings with the gener-
ated images to create fake input images for our discriminator, and
concatenate the texture renderings with the input images inside
the sample boxes to create real input images for our discriminator.
As shown in Fig. 4b, with the aid of the proposed data augmen-
tation method, our approach is capable of addressing large head
translations and can generate both foreground and background
movements by employing different sliding windows during feature
combination.

3.3 Network Structure and Loss Functions
As shown in Fig. 2, our framework consists of five networks: two fea-
ture generators, two StyleUNets, and a discriminator. To meet real-
time requirements and speed up training, we employ wavelet trans-
form in all networks similar to SWAGAN [Gal et al. 2021], which
enables us to replace a 1024×1024×3 image with a 512×512×12 rep-
resentation. Apart from this, the remaining parts of our generator
and discriminator follow StyleGAN2 architecture. The StyleUNet
uses an encoder-decoder structure, designed for image-to-image
translation, with additional input latent code and noise. Similar to
UNet [Ronneberger et al. 2015], our encoder extracts multi-scale
features that are sent to the decoder via skip-connections. We use
a mapping network, the modulated convolution and the temporal
latent code to introduce additional variation possibilities for the

Table 1: Quantitative comparisons with one-shot avatar
methods.

Error Metric SSIM ↑ PSNR ↑ FID ↓

DaGAN 0.79 22.0 73.2
Next3D-single 0.81 24.6 24.4
Next3D-refine 0.79 23.5 21.4
Ours 0.87 27.1 12.2

network, preventing it from smoothing certain features. For exam-
ple, the uncontrolled hair motions can be accommodated by the
time-related latent code. However, this approach cannot guarantee
the complete stability of the hair. We use the 64-dimensional latent
code as the input of mapping networks in both StyleUNets and
generators. As described in [Karras et al. 2021], the noise injection
layers of StyleGAN2 can lead to texture sticking artifacts. To miti-
gate this effect, we use UV renderings to map the noise from UV
space to the face regions, and a fixed noise is used for the static
background. To incorporate facial priors into the discriminator, we
concatenate the texture rendering with the output image, which
serves as the input to the discriminator.

In terms of loss functions, as direct supervision is feasible for our
task, we utilize common L1 loss and perceptual loss with a VGG19
during the training process. Additionally, we incorporate an L1 loss
for the foreground mask. We also include GAN loss for adversarial
learning. Our loss functions can be formulated as

L = L1 + L𝑝𝑒𝑟𝑐𝑒𝑝 + L𝑚𝑎𝑠𝑘 + L𝐺𝐴𝑁 (4)

3.4 Pre-training and Live System
To expedite training convergence, we use 6 videos cropped from
4K videos for pre-training. As discussed in Sec. 3.2, we use distinct
identity latent codes 𝑧𝑖𝑑 for each video. Despite the limited dataset,
pre-training has proven effective, as demonstrated in Sec. 4.2. Note
that we assume a fixed video length for 𝑧𝑡𝑚𝑝 of each video and
select a fixed 𝑧𝑡𝑚𝑝 during the inference stage.

To bring our work closer to practical applications, we present a
real-time live system consisting of three main steps: 3DMM track-
ing, OpenGL rendering for input 3DMM renderings, and the two
StyleUNets which have been converted to TensorRT models. Our
system can run at 35 fps (28 ms per frame) using a 16-bit TensorRT
model on a PC with one RTX 3090 GPU, and requires approximately
4 GB of GPU memory during the inference stage. The 16-bit model
takes an average of 20 milliseconds GPU time, while the original
PyTorch model takes an average of 31 milliseconds. To generate a
realistic facial avatar, we need approximately two minutes of video
footage featuring a range of head poses and facial expressions. The
videos used in this paper include the Obama video courtesy of the
White House (public domain), a video provided by IMAvatar, and
videos from the MEAD dataset [Wang et al. 2020]. We obtained
consent from all actors featured in the remaining videos.
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Figure 5: Self-driven animation and reenactment compar-
isons with one-shot portrait avatar methods.

4 EXPERIMENTS
4.1 Comparisons
We first compare our method to state-of-the-art one-shot facial
methods based on the GAN structure to demonstrate our network’s
ability to achieve fine-grained control of expressions and facial de-
tails. For comparison, we select two representative approaches: Da-
GAN [Hong et al. 2022] as a representation of 2D one-shot avatars
and Next3D [Sun et al. 2023] as a representation of 3D one-shot
methods. To ensure a fair experiment, we fine-tune Next3D on the
monocular video used for the comparison for 24 hours, denoted
as “Next3D-refine”, while “Next3D-single” refers to the original
pre-trained model. As shown in Fig. 5 and Tab. 1, our method
outperforms DaGAN and both versions of Next3D in both image
quality and control of facial attributes. Although Next3D-refine im-
proves fidelity after fine-tuning on the video, it still cannot achieve
fine-grained control of facial expressions. These results suggest
that video-based training is still necessary for high-fidelity por-
trait avatars, and our network structure shows better performance
in video-based training. Note that in order to obtain the values
presented in Tab. 1, we have first aligned the faces, cropped the
images, removed the background, and resized them to a resolution
of 512× 512. The values presented in Tab. 1 are calculated based on
self-driving images generated from the testing set, which is another
video in the MEAD dataset, and the corresponding ground-truth
images.

We compare our method with state-of-the-art video-based facial
reenactment methods, including Deep Video Portrait (DVP) [Kim
et al. 2018], NeRFace [Gafni et al. 2021], IMAvatar [Zheng et al.
2022a], and Neural Head Avatar (NHA) [Grassal et al. 2022a], all
of which are trained on monocular videos. We have partitioned
80% of the video into a training set and the remaining 20% into
a testing set for evaluation. Additionally, we have removed the
background and resized the images to a resolution of 512× 512. The
values presented in Tab. 2 are calculated based on the self-driving
images and their corresponding ground-truth images in the testing

Table 2: Quantitative comparisons with video-based avatar
methods.

Case 1 Case 2
Error Metric SSIM ↑ PSNR ↑ FID ↓ SSIM ↑ PSNR ↑ FID ↓

DVP 0.80 21.6 31.3 0.85 24.2 25.9
NeRFace 0.77 18.8 36.4 0.87 22.2 50.0
NHA 0.73 16.0 83.5 0.86 19.5 62.9
IMAvatar 0.78 19.0 59.7 0.89 25.6 58.7
Ours 0.87 25.6 15.1 0.87 26.2 13.2

Figure 6: The comparisons with video-based facial reenact-
ment methods on self-driven re-animation and faical reen-
actment. Ourmethod can generatemore realistic details (e.g.
teeth, light points in eyes).

set. We also perform self-driven re-animation and reenactment for
these methods, as shown in Fig. 6. While the 3D methods show
stable head geometry, they fail to produce high-fidelity texture
details such as hair, teeth, and pupils in the output renderings.
By incorporating StyleGAN-based networks and using our data
augmentation, our method achieves higher image quality than the
existing methods and can preserve more details such as light points
in the eyes. As shown in Tab. 2, our method achieves significantly
better quantitative results, particularly in the FID metric, indicating
that our method generates higher-quality images.

4.2 Ablation Study
In our comparisons, we have demonstrated the powerful image
generation capabilities of our network, which benefit from the
StyleGAN-based StyleUNet structure. However, it should be noted
that a simple StyleUNet may not be able to achieve translation gen-
eralization, and may require a long time to converge. In the ablation
study, we use the term “DVP (Ours)” to refer to a simple UNet input
with 3DMM texture rendering, similar to the DVP structure, and
“Single-StyleUNet” to refer to a StyleUNet input with 3DMM texture
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Table 3: Quantitative comparisons of our ablation study.

Error Metric SSIM ↑ PSNR ↑ FID ↓

DVP (Ours) 0.85 24.2 25.9
Single-StyleUNet 0.87 26.2 15.05
DNR (Ours) 0.89 26.1 27.2
Nearest Sample 0.81 22.1 18.3
Ours w/o NT 0.88 26.6 15.10
Ours 0.87 26.2 13.2

Figure 7: Ablation study of DVP, DNR, our “single-
StyleUNet”, “nearest sample”, “ours w/o NT” and our full
method. Our full method is superior in image quality and
translation generalization.

rendering. “DNR (Ours)” represents a comparison with Deferred
Neural Rendering [Thies et al. 2019], which only uses the Neural
Textures of the facial region as the input of a UNet. Additionally,
we include “Nearest Sample” in our training set and “Ours w/o NT”,
which refers to our method without the Neural Textures. As shown
in Fig. 7 and Tab. 3, without our data augmentation and video de-
composition, even though “Single-StyleUNet” can still generate
high-fidelity images, it is unable to prevent image tearing during
significant head movements. Both “DVP (Ours)” and “DNR (Ours)”
exhibit a noticeable decrease in image quality, highlighting the
importance of StyleUNet in generating high-fidelity images. “Ours
w/o NT” can still produce high-quality images, suggesting that the
Neural Textures primarily contribute to speeding up the training
convergence. Note that the cases 1 and 2 presented in Tab. 3 have
been marked in the self-driven portion of Fig. 7.

To validate the generalization ability of our method, we present
the “Nearest Sample” in Fig. 7 and calculate the average nearest
translation, rotation, and expression parameters for both self-driven
and reenactment cases, as shown in Tab. 4. It should be noted that
we first normalize all parameters using the standard deviation cal-
culated from the training set. The images in Fig. 7 are selected with
equal weight given to translation, rotation, and expression param-
eters, but the values in Tab. 4 are calculated separately for each
parameter. The results demonstrate that our method can achieve

Table 4: The average nearest parameters are presented for
both the testing set and the reenactment case. Note that all
parameters are normalized by the standard deviation calcu-
lated in the training set.

Parameter Translation ↑ Rotation ↑ Expression ↓

Testing Set 0.052 0.058 0.316
Reenactment 2.002 0.054 0.294

Figure 8: Generated images of different network structures
during the training stage. Our method can achieve signifi-
cantly faster training speed.

larger extrapolation on translation while performing similarly to
other state-of-the-art methods on expression and rotation. Addi-
tionally, our method can only handle rotations up to approximately
30 degrees due to the challenges that large rotations present for
face tracking.

As illustrated in Fig.8, due to the video decomposition and Neural
Textures, our method achieves significantly faster training speed
even without pre-training. The fourth column of “Ours w/o pre-
train” can learn the basic information of the background and facial
region faster than the third column. Only the remaining regions
such as shoulders, hair, and small parts such as eyeglasses and
teeth require further training. Comparing "Ours" with "Ours w/o
pretrain" demonstrates the effectiveness of pre-training. Note that
the video in Fig.8 was not used in pre-training.

4.3 Training and Rendering Efficiency
As shown in Tab. 5, our method is significantly faster in training and
rendering, while also generating images at a higher resolution. This
can be attributed to our use of video decomposition, pre-training
and a simple network structure that can be easily accelerated by
TensorRT. Additionally, we use the vertex color of 3DMM points
to represent their corresponding UV coordinates, allowing for real-
time rendering using OpenGL. It should be noted that after just
two hours of training, our model has already achieved a visually
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Table 5: Training time, rendering time and image resolu-
tion of eachmethod. Compared to the existingmethods, our
method is significantly faster in training and is able to ren-
der images at a higher resolution in real-time.

Method Training time (hour) Rendering time per frame (s) Resolution

IMAvatar 48 100 512
NeRFace 36 4 512
NHA 13 0.06 512
Ours 2 0.028 1024

Figure 9: Failure cases arise due to poses outside of the train-
ing dataset, expressions that cannot be modeled by the para-
metric model, and uncontrollable mouth interior.

pleasing result, with only the teeth region requiring further training
(approximately another 4 hours) to reach convergence.

5 DISCUSSION AND CONCLUSION
Limitations. The proposed StyleAvatar outperforms state-of-the-

art facial reenactment methods, but still has some limitations. First,
our image-to-image translation network is limited by the quality
and variation of the training dataset. As a result, we cannot generate
rotations and expressions that differ significantly from the training
dataset, as shown in the first column of Fig. 9. Second, the input
renderings are generated by a 3DMM tracking algorithm. However,
the tracked 3DMM is not capable of accurately describing detailed
expressions, leading to inaccurate expression control, as shown in
the second column of Fig. 9. Additionally, the mouth interior is not
constrained, resulting in a lack of realism during the reenactment
stage, with the inside of the mouth sometimes appearing blurred.

Potential Social Impact. Our method enables a digital portrait
copy that can be reenacted by another portrait video. Therefore,
given a portrait video of a specific person, it can be used to generate
fake portrait videos, which needs to be addressed carefully before
deploying the technology.

Conclusion. In this paper, we have presented StyleAvatar, a real-
time photo-realistic portrait avatar generated from a single video.
We have proposed a novel StyleGAN-based framework that can
generate a full portrait video, including the shoulders and back-
ground, with high image quality. The unique video decomposition

and the sliding window data augmentation enable us to achieve
faster convergence and more natural movements. Additionally,
our proposed live system allows the learned facial avatar to be re-
animated by other subjects in real-time. Our extensive results and
comprehensive experiments demonstrate that our method outper-
forms state-of-the-art methods for single-video-based facial avatar
reconstruction and reenactment. We believe that our framework
will inspire future research on facial reenactment, and our real-time
live system has promising potential applications for related tasks.
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