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SceneFusion: Room-Scale Environmental
Fusion for Efficient Traveling Between Separate

Virtual Environments
Miao Wang, Member, IEEE, Yi-Jun Li, Jinchuan Shi, Frank Steinicke, Member, IEEE

Abstract—Traveling between scenes has become a major requirement for navigation in numerous virtual reality (VR) social platforms
and game applications, allowing users to efficiently explore multiple virtual environments (VEs). To facilitate scene transition, prevalent
techniques such as instant teleportation and virtual portals have been extensively adopted. However, these techniques exhibit
limitations when there is a need for frequent travel between separate VEs, particularly within indoor environments, resulting in low
efficiency. In this paper, we first analyze the design rationale for a novel navigation method supporting efficient travel between virtual
indoor scenes. Based on the analysis, we introduce the SceneFusion technique that fuses separate virtual rooms into an integrated
environment. SceneFusion enables users to perceive rich visual information from both rooms simultaneously, achieving high visual
continuity and spatial awareness. While existing teleportation techniques passively transport users, SceneFusion allows users to
actively access the fused environment using short-range locomotion techniques. User experiments confirmed that SceneFusion
outperforms instant teleportation and virtual portal techniques in terms of efficiency, workload, and preference for both single-user
exploration and multi-user collaboration tasks in separate VEs. Thus, SceneFusion presents an effective solution for seamless traveling
between virtual indoor scenes.

Index Terms—Virtual Reality, Collaborative Virtual Environments, Scene Transition.
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1 INTRODUCTION

R ECENTLY, the advancements in virtual reality (VR)
technology have increased the interest in and usage

of VR across various application domains, including enter-
tainment, communication, work, training, simulation, and
education [1]–[3]. With VR users can immerse themselves
in virtual environments (VEs) and interact with 3D objects
and VEs or communicate with remote peers or friends.
However, the indoor physical environments in which most
users experience VR applications are typically smaller than
most VEs, which typically limits the natural movements
of VR users. Furthermore, it can also be daunting for VR
users to expend the same amount of physical energy to
travel between distant virtual locations as they would in
the physical world. To address these challenges, techniques
for scene transition are often required [4], enabling users
to conveniently travel between distant or separate virtual
spaces by instantly or gradually changing their locations,
while revealing new visuals and making previous objects
fade and disappear. Despite being less realistic than real
walking, existing scene transition techniques [4]–[6] are
more efficient for traveling.
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Target-based scene transition techniques, such as instant
teleportation, are often utilized in VR applications to trans-
port users to different VEs based on triggering events [4],
[7]–[12]. Other popular approaches include transitioning
through virtual portals [11], [13]–[19], commonly used in
various VR applications (e.g., Pavlov [20], a shooting game,
and VRChat [21], a virtual chatroom). These techniques
enable virtual users to gather for discussion, task execution,
or entertainment in a shared collaborative virtual environ-
ment (CVE) [22]. However, the spatial layout and ongoing
events around the target arrival locations can be either
invisible or partially occluded, which can differ from what
users imagine before scene switching [23]. This abrupt scene
context change can negatively impact VR users’ visual cog-
nition, introduce additional mental workload, and break the
immersive experience during exploration and collaboration
activities. Besides, switching environments will cause the
original environment information to be lost. If users only
need to meet temporarily and then return back to the pre-
vious environment to continue the exploration, this sudden
environment change will also interrupt the continuity of the
VR experience.

For many VR application scenarios, remote users are
likely to collaborate or communicate with each other while
preserving the original environment information. For ex-
ample, in an architectural application, two users may need
to explore separate virtual rooms and wish to share their
layouts and furniture, or simply compare them side-by-
side. Another use case is the integration of small factories
into a larger one, where the workers gain more space for
interactive activities and easy access to distributed equip-
ment. Similar scenarios can occur in VR training, education,
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games, social events, and so on. Therefore, a high-efficiency
technique with preservation of visual continuity and spatial
awareness is crucial for users traveling between VEs.

In this paper, we focus on efficient traveling between
virtual indoor spaces, where users frequently travel be-
tween separate virtual rooms during virtual exploration
(e.g., navigation, searching, transportation). In contrast to
scene transition techniques such as instance teleportation or
virtual portals that locally connect the virtual spaces at a
point, our motivation is to fuse the individual spaces and
offer a shared space for efficient locomotion with engaging
interaction and improved spatial awareness throughout the
entire environments.

Based on this idea, we introduce the design rationale
for the new scene fusion technique that emphasizes the
importance of efficiency, visual plausibility, and versatil-
ity. With a small number of operations, users can easily
fuse indoor VEs with different layouts to create a visually
pleasant shared space with rich visual information. This
enables them to collaborate with other users from a different
virtual rooms and interact with virtual objects more efficient
way. The proposed technique is realized through SceneFu-
sion, which fuses separate virtual rooms into an integrated
environment suitable for both single-user exploration and
multi-user collaboration tasks. The key innovation involves
(i) dividing, (ii) aligning, and (iii) stitching each virtual
room, while maintaining structural and textural smoothness
(Figure 1). As a result, separate rooms are fused, enabling
users to actively travel to the other adjacent room through
continuous locomotion across the fusion area instead of
being passively teleported.

Experimental results confirm that our novel technique is
more efficient, and comprehensively preferred in compari-
son with baseline teleportation techniques.

The main contributions of this work include:
• An analysis of existing scene transition techniques and

design rationale of the new room-scale environmental
fusion technique considering efficiency, visual plausibil-
ity, and versatility.

• The presentation of the SceneFusion technique that fuses
separate VEs via structure stitching and texture blend-
ing, enabling users to actively travel between separate
VEs with continuous visual change and retaining most
visual information of both VEs.

• User studies involving single-user exploration and
multi-user collaboration tasks show that SceneFusion
significantly outperforms existing techniques such as
instant teleportation and virtual portal techniques on
efficiency, workload, and preference.

2 RELATED WORK

2.1 Multi-User Collaboration in VR

CVEs [22] provide users with a natural and intuitive inter-
action experience [24], making remote collaboration more
realistic than traditional video streaming conferences [12].
Therefore, CVEs are increasingly being leveraged by geo-
graphically distributed and co-located teams for collabora-
tive work [22]. Collaboration tasks usually require collabora-
tors to form a group to effectively solve problems, requiring

virtual systems to provide users with opportunities to meet
together.

According to the taxonomy from a recent survey [25],
collaborators can connect with each other in various forms.
From the synchronicity perspective, synchronous collabo-
ration is commonly adopted for aiding user cooperation
[12], [26]–[33], while asynchronous collaboration can serve
as a supplement when team members are not available at
the same time [34]–[37]. From the space distribution per-
spective, co-located collaboration [38]–[40] restricts all the
collaborators into the same physical tracking area while re-
mote collaboration offers a shared space for geographically-
distributed users to meet and complete tasks [12], [41]–[45].
Besides, collaborators can access the shared space using
a range of hardware devices and play different roles or
possess different abilities [25], [28], [46]–[51].

One approach to offering a shared environment for col-
laboration is to relocate all participants to a new common
virtual space, such as a virtual meeting room or classroom
[37], [51]. Alternatively, remote VR users can be transported
into the local AR user’s space through 3D reconstruction
techniques [7], [26], [29], [42], [52] and 360 panoramas
[10], [12], [29], [41], [42]. For example, Stotko et al. [52]
provided a consumer-grade client-server system that uses
Marching Cubes [53] to reconstruct and update the local
user’s environment in real-time, enabling multiple remote
clients to explore the environment simultaneously. Rhee et
al. [12] proposed an asymmetric collaboration system that
utilizes a 360◦ camera to capture the environment of a
local AR host in real time, providing remote VR users with
a high-fidelity telepresence experience. Nevertheless, after
participants enter a new shared space, information about
their original environments will be lost.

Thus, some alternative techniques aim to blend different
spaces together to form a shared environment, capable of re-
taining enough information about the original rooms. Zhang
et al. [54] proposed VirtualCube, a 3D video conference
system that employs large-format screens to blend different
spaces and maintain the correct mutual eye gaze contact
between participants, providing the feeling of staying in
the same room. Young et al. [55] proposed Mobileportation,
which uses an RGBD sensor to incrementally reconstruct
the 3D mesh of the local user’s environment, enabling
the remote user to freely explore the shared space using
mobile devices, while preserving the original environment’s
information. Other methods [56]–[58] embed the VE into the
indoor scene or automatically generate a VE according to the
real space reference. Hartmann et al. [56] proposed Reality-
Check, which utilizes real-time 3D reconstruction to embed
the physical world inside the VE, allowing users to interact
with the items and communicate with the people situated in
a real environment while maintaining the sense of presence
within the VE. Sra et al. [58] introduced the Oasis system,
which uses inside-out tracking mobile devices to automati-
cally generate immersive virtual reality environments based
on the real indoor scene template, allowing users to interact
with virtually generated objects and receive the passive
haptics feedback [59] provided by the corresponding real
objects. Some studies have also examined VEs generated by
the open physical world [60]. Sayyad et al. [60] compared
natural walking with instant teleportation in a wide-area
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(a) (b) (c) (d)

Fig. 1. Illustration of the room fusion process of our SceneFusion technique. (a) and (b) indicate two separate rooms, and a dividing line is generated
manually or automatically in each room, which divides the room into two parts. Our technique retains the part where the user is currently standing
and discards the other part (shown in translucent). Then two reserved parts will be aligned and stitched according to the centers of the dividing
lines (shown in (c)). Finally, the cubic Bézier curve is applied to smooth the fusion area (shown in (d)). The dotted box indicates the fusion area.

VE generated from a 61m × 26m area, showing the ability
of natural walking to reduce simulator sickness.

2.2 Long-distance Traveling Techniques
Traveling in the VE is a basic requirement for VR ap-
plications, and various traveling techniques have been
developed and summarized by previous work [61]–[63].
Among them, walking-based locomotion techniques includ-
ing walking-in-place [64]–[66], and redirected walking [67]–
[70] can offer users an experience similar to natural walking
and ensure the movement continuity, but they may not
be efficient for long-distance traveling or scene switching.
In some situations, VR users may need to travel between
different virtual locations to complete tasks or meet friends,
which could require significant time and effort if they were
to walk directly to the location over a large distance.

To make users more efficiently travel to another scene,
powerful and easy-to-use teleportation techniques are often
required. Instant teleportation [4], [7]–[12], [71] is one of the
most common teleportation techniques able to teleport the
VR user to a new location instantaneously. Nevertheless,
this sudden position change can interrupt the user’s visual
continuity and cause disorienting problems [72]. In multi-
user collaboration tasks, instant teleportation can cause one
collaborator to disappear and reappear frequently, making
the other collaborator confused and hard to follow [11], [30].

It is practical to provide additional visual cues to en-
hance users’ awareness of collaborators’ position changes
and activities in VR. For example, Thanyadit et al. [11]
proposed substituted visualization techniques by consider-
ing the design requirements of time efficiency, traceability,
intuitiveness, and recognizability. Piumsomboon et al. [73]
introduced the Mini-Me technique, which utilizes an adap-
tive avatar to assist the local user in tracking the teleported
remote collaborator.

Other than instant teleportation, an alternative way of
scene transitioning is to use virtual portals [11], [13]–[19],
which are doorways connecting two different virtual loca-
tions. The user can walk through the portal to reach the

other virtual location without interruption and getting lost.
This technique provides the user with a continuous world
and the user can acquire part of the visual information
of another room through the portals, which is helpful to
maintain the user’s orientation and sense of presence [14].

Besides, there are other techniques for traveling long dis-
tances. Bolte et al. [74] introduced the jumper metaphor for
long-distance traveling, which allows the user to virtually
jump to a predicted target location. This method can provide
a smoother viewpoint transition during the teleportation
process, which is more effective than physically walking
and less disruptive than instant teleportation. For vertical
navigation, Vasylevska et al. [75] proposed the elevator
metaphor to make vertical movements between multi-level
VEs more natural and realistic.

3 DESIGN RATIONALE OF SCENEFUSION

We focus on the problem of efficient exploration in vir-
tual indoor scenes, where single or multiple users need
to frequently travel between virtual rooms to complete
certain tasks. In various VR applications such as train-
ing and games, teleportation is commonly employed for
switching between scenes. While most existing teleportation
techniques can rapidly teleport a user from one virtual room
to another, the occlusion issue during teleportation makes it
hard for the users to foresee the environment around the
target teleportation point and keep the sense of direction,
thus hindering the user experience. Besides, frequent scene
switching using existing teleportation techniques inevitably
imposes a heavy cognitive load on users, and the visual
information of the original room will also be lost after
teleportation. To overcome these issues, we introduce the
design rationale of our SceneFusion technique from three
aspects: efficiency, visual plausibility, and versatility.

3.1 Efficiency
Efficiency is a crucial metric for evaluating performance in
VR [11], [23], [76], [77], which is closely related to factors
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such as time cost, frequency of operations, travel distance,
and cognitive workload. In existing techniques where fre-
quent scene switching is necessary, instant teleportation
may be annoying due to the increased number of button
clicks and position adjustments, leading to additional task
workload and longer task completion time [11]. Another
technique using portals requires the user to walk through
the established virtual portal to enter the other room, and
orients the user to the target position, which breaks the
continuous walking flow and introduces additional moving
distance. Our method aims to fuse the individual rooms
and enable the user to walk in a large accessible area that
connects both rooms, maintaining a continuous walking
flow and potentially reducing the user’s travel distance and
frequency of unnecessary operations.

3.2 Visual Plausibility

Appropriate visual, auditory, and tactile feedback in VEs
can improve task execution and increase user engagement
[78]–[80]. In this work, we mainly focus on improving
the visual plausibility of traveling in VEs, as the visual
appearance has a significant impact on users’ virtual experi-
ences [81]–[83]. Directly stitching individual virtual rooms
may result in structural or textural inconsistency due to
differences in room size, shape, layout, and decoration [84],
[85]. Moreover, exposure to VEs with inappropriate visual
designs may cause motion sickness symptoms such as dis-
comfort, headache, nausea, and fatigue when exploring VR
[86]–[88]. Context awareness is also a key factor affecting the
user’s visual plausibility, and adequate context information
serves as visual cues that facilitate better understanding
and task execution within the VE [11], [89]–[91]. However,
existing teleportation techniques limit accessibility to visual
information, including remote environment layouts and on-
going events, and frequent scene switching may result in
users losing track of other collaborators [11]. To maintain
visual plausibility, we propose using the cubic Bézier curve
for environmental fusion that smoothly stitches structures
and blends textures of rooms, resulting in an aesthetically
pleasing outcome [92]–[94].

3.3 Versatility

The technique should be adaptable to varying testing con-
ditions [30], [31], [77], [95], [96]. For example, Weissker et
al. [30], [31] proposed a controller-based short-distance tele-
portation approach that utilizes the group-forming concept.
This method empowers a dominant user to teleport multiple
users to a new location by simply clicking the controller but-
tons and rotating the controller, reducing the group’s total
manual effort. It is also applicable to different VEs, and can
meet the requirement with up to teleporting 10 participants.
In alignment with our goal, the novel environmental fusion
technique should be able to adapt to diverse interior spaces
with various attributes such as layouts, textures and sizes.
The fused space should support various typical VR activ-
ities such as communication, locomotion, and exploration.
Besides, it should also satisfy the collaboration requirements
of multiple distributed users, specifically facilitating concur-
rent collaboration between two or more participants.

4 THE SCENEFUSION TECHNIQUE

We introduce the SceneFusion technique that fuses individ-
ual virtual rooms into a whole VE for continuous navigation
and exploration. Instead of being passively teleported, the
user can actively move to the originally separate areas via
continuous locomotion techniques such as walking-in-place.

4.1 Preliminary
The SceneFusion technique is designed for both single-user
exploration and multi-user collaboration in virtual indoor
scenes, and is applicable to virtual reality activities such as
virtual conferences or exhibitions. Although indoor rooms
can be complex and diverse, some indoor spaces (e.g., space-
ships) can even have curve walls, for simplicity, we only
consider regular rectangular rooms in this work. Formally,
given an enclosed virtual 3D room, virtual objects inside the
room are divided into 5 categories: floor, ceiling, wall, static
object, and interactive object. The floor and ceiling indicate the
actual height of the virtual room, which we assume to be
constant in this preliminary exploration. Walls outline the
boundary of the enclosed space, and users are explicitly told
not to cross through them to get to the outside area which
is invalid for user activities. Static objects are stationary
virtual objects such as furniture that cannot be moved by
users, indicating the interior layout of the virtual room and
affecting the user’s walking path and behaviors during the
task execution process. Interactive objects can be interactively
manipulated by users to dynamically change their positions,
orientations, or motion states for exploration purposes. To
simplify the calculation, we use a top-view orthographic
projection to create a 2D planar layout graph of the virtual
room, as commonly used in [95], [97], [98]. The shape of
a virtual room is represented by a sequence of 2D points
in counter-clockwise order, with each wall represented by a
segment connecting a pair of adjacent points. The location
and geometry of each static object and interactive object are
represented by a proxy bounding box.

4.2 Method
Given individual virtual rooms for navigation and explo-
ration, the SceneFusion technique allows users to create a
connected space for continuous exploration or face-to-face
collaboration.

4.2.1 Line-Based Room Division
The core idea of our SceneFusion technique is to fuse sepa-
rate virtual rooms (two rooms in our experiments) and form
a smoothly integrated virtual room. However, individual
virtual rooms are enclosed by walls, and direct fusion is
not possible. To address this, our technique allows the user
to divide the room into two parts by indicating a straight
line on the floor. Objects on the user’s side of the line
are preserved, while on the other side, the static objects
or interactive objects including those intersected by the line
are split out and discarded, as shown in Figure 1 (a)(b).
In single-user cases, the user can specify the dividing line
and the room part to be reserved in advance using other
approaches, such as entering each room space using instant
teleportation or indicating the line according to the top
thumbnail of each room.
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 Fusion Area Width 

(a) (b) (c)

Fig. 2. Illustration of visual smooth optimization. (a) indicates two aligned rooms before optimization. (b) shows the Bézier curve formed by four
control points. P0 and P1 are intersection points of the fusion area and room walls. C0 and C1 are points that control smoothness. (c) reveals the
final optimized visual effects of our SceneFusion technique, where the texture of the part of the floor and wall in the fusion area is linearly blended
along the fusion area width.

Normally, a straightforward approach to specifying the
dividing line is by using the controller to draw a segment
on the floor. This segment is then extended to intersect
with the walls and form a straight dividing line. This line
can be manually specified by the room designer or the
user, or automatically generated using heuristic algorithms
based on different objectives. For example, since providing
only task-related information and clues is of great benefit
to reducing users’ cognitive demand [77], a dividing line
can be generated in front of the user by retaining the most
interactive objects meanwhile removing the most static objects.

4.2.2 Visual-Aware Room Fusion
After properly setting the dividing line in each room, room
fusion is performed to facilitate efficient traveling while
maintaining the visual richness and plausibility as much as
possible. For users’ convenience, separate users can verbally
communicate before establishing the fusion area. Once the
dividing line is appropriately positioned, the users can
confirm the choice by clicking the grip button. After users
on both sides confirm their choices, the fusion operation
will begin automatically. To avoid sudden visual change,
each user’s field of view will gradually turn black and then
become bright again after the fusion process is complete.
In the fusion process, we first stitch the reserved regions
by spatially aligning the centers of the two dividing lines
(Figure 1(c)). Then, we smoothly stitch the walls and blend
the textures of walls and floors within a w-meter fusion area
across the stitching line, as illustrated in Figure 1(d).

Structure Stitching. Directly stitching the two reserved
room regions (denoted as RA and RB respectively) by
aligning the dividing lines can result in a hard-stitch effect
with abrupt structure and visual changes (Figure 2 (a)).
Furthermore, objects close to the wall or room corner may
be occluded from the user’s viewpoint. To avoid blocking
the view, we employ a cubic Bézier curve to stitch each pair
of the stitching wall structures smoothly.

Bézier curve is a parametric curve model defined by a
set of control points, where two points are the ends of the
curve and the other points determine the shape of the curve.
A cubic Bézier curve is typically expressed as:

B(t) = P0(1− t)3+3C0t(1− t)2+3C1t
2(1− t)+P1t

3, (1)

where B(t), t ∈ [0, 1] denotes any point located on the
curve. P0, P1 represent the curve’s endpoints, whereas C0,
C1 correspond to the other control points.

Illustratively, we present the stitching algorithm for one
pair of stitching walls, and the other pair of walls can
be stitched correspondingly. We set the control point C0

as the intersection of the stitching line and the wall of
the smaller fusion area, and C1 as the intersection of the
stitching line and the wall of the larger fusion area. P0 and
P1 are sampled along the stitching walls, each at w/2 meters
from the stitching line respectively (Figure 2 (b)), where w is
the fusion area width across the stitching line. The original
wall segments P0C0, C0C1, and C1P1 are then replaced by
the generated Bézier curve segment between P0 and P1.
As a result, the stitched wall structure smoothly transitions
across the fusion area.

Texture Blending. To ensure a smooth visual transition,
we further adopt a linear texture blending approach for
both walls and floors within the fusion area. Regarding wall
texture blending, for any point P on the Bézier curve P0P1,
the blended color c(P ) is computed as:

c(P ) =
|PP1|
|P0P1|

cA(P ) +
|P0P |
|P0P1|

cB(P ), (2)

where |PP1|, |P0P |, |P0P1| are lengths of curve segments
represented by corresponding endpoints, cA(P ) and cB(P )
indicate the original wall texture colors of RA and RB at
position P respectively.

The floor texture blending is similarly conducted, except
that the color c(P ′) is blended along a line segment P ′

0P
′
1

across P ′ and perpendicular to the stitching line.
After wall stitching and texture blending, users can

seamlessly reach the other room using short-range loco-
motion techniques. Note that SceneFusion supports both
single-user exploration and multi-user collaboration tasks
with even more than two users and rooms. Once a new
room is generated through the environmental fusion of two
individual rooms, it can be further fused with another room.
Room fusion examples are provided in Figure 3 and also in
the supplementary material.

This article has been accepted for publication in IEEE Transactions on Visualization and Computer Graphics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2023.3271709

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University of Maryland College Park. Downloaded on May 07,2023 at 01:30:09 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 6

(d)

(a) (b) (c)

(e) (f) (i) (j)
(k)

(g) (h)

Fig. 3. More examples about scene fusion. (a) and (b) indicate a pair of regular rooms. (d) and (e) represent a pair of irregularly shaped rooms.
(c) and (f) show the top views of the fused rooms by (a)(b) and (c)(d) respectively. The example of fusing three rooms is shown on the right. The
intermediate space (j) is formed by fusing (g) and (i); (k) is formed by further fusing (h) and (j).

4.3 Locomotion Strategy

While SceneFusion is compatible with most types of loco-
motion strategies for short-range movement, we propose to
choose the one that is consistent with the user’s movement
in the real world for ease of use. In comparison, walking-in-
place technique is cost-effective and able to provide similar
proprioceptive feedback and perceived physical strain as
real walking [99]. Thus, we adopted walking-in-place as
the locomotion technique and implemented it using tapping
gesture in our experiments [65].

5 USER STUDY OVERVIEW

We conducted a series of user studies to determine the key
parameter of SceneFusion and evaluated its performance in
both single- and multi-user application scenarios. Initially,
we conducted a pilot study involving 12 users to experience
environmental fusion results with candidate fusion area
width values and determine the suitable value based on col-
lected user feedback. The pilot study indicated an optimal
width of 4m for the fusion region, and details can be found
in the supplementary material. After that, we compared
the SceneFusion technique with scene transition techniques
including instant teleportation and virtual portals. We con-
ducted user experiments in a single-user exploration task
(Section 6), where separate environments are pre-connected
with identically fixed teleportation points or fusion area
positions between testing techniques. This allowed users
to directly travel between individual environments without
the need to interactively connect them. Furthermore, we
evaluated the techniques in a multi-user collaboration task
(Section 7), allowing the users to interactively specify the
positions for scene transitioning, and providing a higher de-
gree of interactive freedom with the full interaction process.

6 STUDY 1: SINGLE-USER EXPLORATION

To assess the efficacy of the SceneFusion technique and
compare it with existing approaches, we conducted a single-
user experiment in which the participant had to travel

between two virtual rooms to complete a pick-and-place
task involving the search and transportation of a virtual
object to a designated position. This experimental design
necessitated the frequent referencing of layout information
from both rooms in order to successfully execute the task.

6.1 Study Design
The study utilized a within-subjects design to compare the
performance of three scene traveling techniques: instant
teleportation (abbreviated as IT), virtual portal (abbreviated
as VP), and SceneFusion (abbreviated as SF). The single-
user pick-and-place task was employed to evaluate the
efficacy of these techniques. Participants were tasked with
searching for and picking up virtual props in one room,
before proceeding to search for target positions to place the
virtual props in another room, using the tested techniques
as quickly as possible. To complete the task, the participant
was required to frequently switch between rooms.

Techniques. To facilitate teleportation, a blue, luminous
circle with a diameter of 1m was placed on the floor of
each room as a reference point for the IT technique. Upon
standing on the circle and pressing the grip button, the par-
ticipant could immediately travel to the teleportation point
in the other room. Although various modifications of this
technique exist, such as allowing the user to teleport to the
other room without considering their standing position, our
experiment ensured fairness by requiring the user to stand
inside the blue indicator to perform the teleportation opera-
tion. The VP technique employed a virtual portal measuring
1.5m × 2.4m in each room that allowed the participant to
view and access the other room. The SF technique involved
fusing the individual rooms by clicking the grip button and
then using the walking-in-place technique to navigate and
complete tasks within the fused VE. To ensure fairness, the
positions of the teleportation points in IT, virtual portals in
VP, and dividing lines in SF were pre-defined and spatially
aligned. Figure 4 displays the top and first-person views of
the environments featuring the tested techniques.

Environments. The study employed 6 pairs of virtual
rooms with varying furniture layouts, measuring ⟨8 ×
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(b) (c)

(e) (f)

(h) (i)

(a)

(d)

(g)

Fig. 4. Illustration of representative scene traveling techniques. From top to bottom: instant teleportation, virtual portal, and SceneFusion. Figures
(a), (d), (g) represent the top view of room layouts. Figures (b), (e), (h) represent the first-person view in the smaller room, while figures (c), (f), (i)
represent the first-person view from the larger room.

(a) (b) (c)

Fig. 5. Illustration of representative VEs used in Study 1. Figures (a), (b), (c) represent the top views of room layouts with sizes of ⟨8× 8m2, 10×
10m2⟩, ⟨8× 8m2, 12× 12m2⟩, and ⟨8× 8m2, 16× 16m2⟩ respectively.

8m2, 10×10m2⟩, ⟨8×8m2, 12×12m2⟩, and ⟨8×8m2, 16×
16m2⟩ (see Figure 5 and supplementary material). For each
pair of virtual rooms, we specified 9 candidate virtual props
along with corresponding target positions to perform the
pick-and-place task. We used the Latin Square approach and
randomly selected 3 virtual props for a task trial.

Hypotheses. We made four hypotheses:
H1(a): The efficiency of SF is the highest. This is inferred

from the evidence that SF offers the user a broader view of
the environment in the other room, pre-cueing virtual props
and target positions. Higher efficiency can be reflected by
shorter average task completion time and walking distance.

H1(b): The workload for SF is the lowest. With SF, users
spend less effort searching for props or target positions and
traveling between rooms.

H1(c): The presence with SF is the highest. This is due to
the increased visual cues provided by fusing two separate
rooms, which reduces confusion for the user.

H1(d): The preference for using SF is the highest. This is
because SF is easy to understand and use, and the fused en-
vironment enhances participants’ ability to perceive visual
information about their surroundings.

Apparatus and Participants. The experiment was car-
ried out in a laboratory having a physical tracking area
of 6m × 6m. The participant wore an HTC Vive Pro Eye
HMD, which had a combined resolution of 2880 × 1600
(110° FoV) at a 90 Hz refresh rate. Two hand-held controllers
were used to interact with the VEs, and two Vive trackers
were attached to the participant’s feet to capture the motion
of walking-in-place. The system was implemented on a PC
equipped with an Intel Core i7 processor, 32GB RAM, and
a GeForce RTX 2080Ti GPU using Unity3D (v2019.4). The
virtual scene was created by using the public assets of Room
Building Starter Kit and POLYGON Office.

We recruited 20 participants (12 males, 8 females) with
an age range of 21 to 27 years (mean± std = 23.85± 1.35)
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User

Search for the Prop

Pick Up Search for the Target

PlaceScene Switching
Instant Teleportation

Virtual Portals

SceneFusion

Fig. 6. Task execution process of Study 1. The user was required to
search for the virtual prop which would appear in a random room, and
deliver the prop to its target position in the other room.

from our university for this study. All participants had
normal or corrected-to-normal vision, and only two had no
prior experience with VR.

Task and Procedure. When participants arrived at the
laboratory, they were asked to sign an IRB consent form and
complete a demographic questionnaire. Next, they received
instructions on how to operate the VR devices and perform
walking-in-place correctly. Following this, participants were
given a training phase consisting of 3 trials with the IT,
VP, and SF techniques used in a fixed order, following
the principle of increasing complexity to help participants
better understand the experiment’s goal. Each trial required
participants to complete 3 rounds of the pick-and-place task:
finding a flashing virtual prop, picking it up by holding
down the controller trigger, locating the flashing ball target
position in the other room, and placing the virtual prop onto
the target position (see Figure 6). When a virtual prop was
correctly placed, another one then started flashing, until all
of the 3 props in a trial were successfully found and placed.

In the testing phase, each participant was asked to com-
plete 3 (techniques) × 6 (environments) formal trials, with
the wall and floor textures of the rooms being randomly
selected for each participant. The trials were organized into
6 environment groups, and each group included 3 trials uti-
lizing different techniques. The order of both environments
and techniques was randomized and counterbalanced us-
ing the Latin Square approach. Prior to each trial, partic-
ipants were asked to complete a Pre-SSQ questionnaire.
Completion time and walking distance were recorded for
each trial, with movement being counted only when the
participant was walking in place. Teleportation distance was
not considered in the statistical analysis to measure the
effort required to complete the task. Following each trial,
participants completed Post-SSQ [100], Raw TLX [101], IPQ
[102], and preference questionnaires. The entire experiment
lasted approximately 90 minutes and concluded with an
interview to gather feedback on the different techniques.

6.2 Results

We collected 360 valid trials (20 participants × 3 techniques
× 6 environments). The environments were categorized
into 3 types based on their size: ⟨8 × 8m2, 10 × 10m2⟩
(denoted as 8-10), ⟨8× 8m2, 12× 12m2⟩ (denoted as 8-12),
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Fig. 8. The main effect of TECHNIQUE and ENVIRONMENT on movement
distance and completion time. Significant differences are marked with
∗p < 0.05, ∗∗p < 0.01, ∗ ∗ ∗p < 0.001. Error bars indicate the standard
errors.

and ⟨8× 8m2, 16× 16m2⟩ (denoted as 8-16). Kolmogorov-
Smirnov tests confirmed normal distribution of the move-
ment distance and task completion time data. Accordingly,
we performed repeated measures ANOVA (RM-ANOVA)
tests (α = 0.05) and Bonferroni-adjusted post-hoc tests. In
case of violation of the sphericity assumption, Greenhouse-
Geisser corrections were applied. The means and standard
errors of movement distance and completion time of each
technique in different environments are illustrated in Fig-
ure 7. Furthermore, the main effects of TECHNIQUE and
ENVIRONMENT on movement distance and completion time
are depicted in Figure 8. To analyze the non-normally dis-
tributed data, we employed Non-parametric Friedman tests.
Post-hoc analysis was conducted using Wilcoxon signed-
rank tests (α = 0.05) with Bonferroni correction, if signif-
icant effects were observed. We solely focus on the main
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and interaction effects related to the factor TECHNIQUE, as
our objective is to evaluate the performance of different
techniques under different environment setups.

Movement Distance. No interaction effect between
TECHNIQUE × ENVIRONMENT was found (F (4, 156) =
.486, p = .746, η2 = .012). A significant main effect
of TECHNIQUE on the movement distance (F (2, 78) =
17.835, p < .001, η2 = .314) was found. SF had a signifi-
cantly shorter movement distance than IT (−9.852m, p <
.001) and VP (−7.199m, p < .001).

Completion Time. There was no interaction effect
between TECHNIQUE × ENVIRONMENT (F (4, 156) =
.415, p = .798, η2 = .011). A significant main effect of
TECHNIQUE on the completion time was found (F (2, 78) =
50.224, p < .001, η2 = .563). Participants using SF spent sig-
nificantly less time than those using IT (−26.533 s, p < .001)
and VP (−9.467 s, p = .001). And VP is significantly less
time-consuming than IT (−17.066 s, p < .001).

User Preference. We conducted a non-parametric Fried-
man test to analyze the data from 7-Likert questionnaires
of user preference on TECHNIQUE. The results revealed that
TECHNIQUE had significant effects on the user preference
(χ2(2) = 21.443, p < .001). SF had significantly higher
scores than IT (+1.800, p < .001) and VP (+1.500, p = .001).
Besides, there was no significant difference found between
IT and VP (−.300, p = .385).

Workload. We conducted non-parametric Friedman tests
under all measures of Raw-TLX, because Kolmogorov-
Smirnov tests revealed that the data was not normally
distributed. It showed TECHNIQUE-ENVIRONMENT had sig-
nificant effects on all measures (χ2(8) = 67.116, p < .001
for mental, χ2(8) = 41.449, p < .001 for physical, χ2(8) =
68.689, p < .001 for temporal, χ2(8) = 72.493, p < .001 for
effort, χ2(8) = 61.141, p < .001 for performance, χ2(8) =
86.072, p < .001 for frustration, χ2(8) = 80.047, p <
.001 for overall). Figure 9 shows means and standard er-
rors of Raw TLX questionnaire scores on all measures.
On the measures of physical and effort physical, effort
and overall, SF-8-10, SF-8-12 and SF-8-16 got significantly
lower scores than IT-8-10 (−11.825, p = .002 for physical,
−14.775, p < .001 for effort, −12.999, p < .001 for overall),
IT-8-12 (−13.100, p < .001 for physical, −15.200, p < .001
for effort, −13.817, p < .001 for overall) and IT-8-16
(−10.650, p < .001 for physical, −11.725, p < .001 for effort,
−11.758, p < .001 for overall) respectively. In addition,
the effort and overall scores of TF-8-10 were significantly
lower than that of VP-8-10 (−11.200, p < .001 for effort,
−9.225, p = .001 for overall).

No significant effects were found in the post-hoc tests
between techniques on Presence or Simulator Sickness.

6.3 Interview Findings

Open comments were collected from interviews to analyze
the effect of TECHNIQUE. The findings can be summarized
in the following aspects:

Advantages and Disadvantages of SceneFusion. Most
participants (16/20) thought SceneFusion was the most
helpful technique for traveling between the rooms. Some of
them believed that it helped them gain broader views while
finishing the tasks. P5 said: “The advantage of SceneFusion is
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Fig. 9. Means and standard errors of Raw TLX questionnaire scores on
all measures in Study 1.

that the field of vision is wide. Because the objects to be picked up
randomly appeared in these rooms, you can find the target just
by turning around, which greatly reduced the time to search for
the target.” P7 commented: “After fusing rooms, the vision was
wider, which made it easier to find items directly.” The comments
provide evidence that our SceneFusion technique is effective
in addressing the occlusion issue between rooms and can
enhance the user’s exploration experience by providing
additional visual cues.

In addition, others thought SceneFusion was more nat-
ural and easier to use. P4: “ SceneFusion reduced my memory
burden, visually presented all information related to the task, and
allowed me to complete the task in the shortest time with the least
operations”. P6: “Because this method is the most natural. We
completed the tasks in a complete scene, and there was no need to
switch scenes frequently in the process” The received comments
substantiate that the fused environment can heighten con-
text awareness, provide a seamless and natural exploration
experience, and reduce the amount of unnecessary walking.

However, 4 participants held the opinion that SceneFu-
sion made scenes too large. P12 and P17 commented: “The
scenes were larger after being fused, so it was not easy to explore.”
It indicates that the provision of visual cues in the fused
room may impede the users’ ability to concentrate.

Comments on IT and VP. Some participants preferred
the virtual portal technique due to its intuitive usability and
lower operational demands. P13: “Using the virtual portal
technique, you can preview the layout of the other room, which
was more natural.” P9, P18:“You do not need to divide rooms or
press to teleport with the virtual portal.”

Others preferred instant teleportation because it kept the
original scenes: P7: “Instant teleportation did not modify the
scene layout, so users can fully explore the original scenes.” P1:
“Instant teleportation was similar to the transmission in video
games, so it is interesting to use.” These opinions indicate that
certain users did not place significant importance on the
continuity of the travel process, instead prioritizing methods
that preserve the original room layout during exploration.

6.4 Discussion
The results of the study showed that SceneFusion outper-
formed instant teleportation (−9.852m,−26.533 s) and the
virtual portal technique (−7.199m,−9.467 s) in terms of
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movement distance and time cost, and the differences were
significant at a 5% level of significance, providing support
for H1(a). This could be attributed to SceneFusion’s larger
accessible area, which enables participants to move across
the fusion area with more freedom. In contrast, instant
teleportation and virtual portal require participants to reach
or pass through specific locations to teleport, leading to a
longer distance. Furthermore, SceneFusion provides more
visual context, allowing participants to plan their path more
efficiently and reduce unnecessary exploration.

Results from the Raw TLX questionnaires indicated that
SceneFusion had the lowest scores in all measures. In the
interview findings, some participants (P5, P7) reported that
SceneFusion provided a stronger sense of the room layout
simultaneously (wider vision, more visual information, etc.),
which was helpful for quickly finding the virtual prop and
target position. Furthermore, some participants (P4, P9, P18)
reported that when using instant teleportation, they had to
adjust their standing position and press the controller grip
button, as they were unable to teleport themselves if out
of the circle region. This additional adjustment increased
the required time cost and workload. Thus, H1(b) was
supported. Despite the majority of positive comments, some
participants preferred to explore separate rooms rather than
the fused environment, as they believed that the larger fused
environment made it more difficult to concentrate.

The preference questionnaires showed that our Scene-
Fusion technique received significantly higher scores com-
pared to instant teleportation (+1.800, p < .001) and vir-
tual portal (+1.500, p = .001). Additionally, the majority
of participants (16/20) found SceneFusion to be the most
useful technique. We believe that the fused environment
provided participants with an easier way to understand
the layout of each individual room, while also reducing the
disruption caused by the teleportation process. This allowed
participants to focus more on their tasks and resulted in
a more immersive experience. Therefore, H1(d) was con-
firmed. The IPQ scores surprisingly revealed no significant
difference in presence between techniques. This result may
be attributed to the fact that participants evaluated presence
based on factors such as lighting, materials, and layouts
of the environments, where TECHNIQUE had only a minor
impact. Therefore, rejecting H1(c) was justifiable.

7 STUDY 2: MULTI-USER COLLABORATION

Study 1 showed that the SceneFusion technique was more
efficient, labor-saving, and preferred than alternatives in
a single-user task. In Study 2, we aimed to evaluate the
performance of different techniques in a virtual collabo-
ration task. To establish a connection between individual
rooms before executing the pick-and-place task, participants
were allowed to indicate the positions and rotations of each
method preset. As there was no interaction effect between
ENVIRONMENT and TECHNIQUE found in Study 1, we
reused the virtual rooms of size ⟨8 × 8m2, 10 × 10m2⟩. To
provide more practical virtual environments for interactive
technique presetting, we added other virtual furniture to fill
in the original blanks, as shown in Figure 10.

(a) (b)

Fig. 10. Room layouts used for test trials of Study 2. (a) and (b) show
the top views of the two rooms respectively.

7.1 Collaboration Study Design

In this study, we evaluated the collaborative performance
of different techniques in virtual environments where two
participants, denoted as User A and User B, in separate
virtual rooms, denoted as Room A and Room B, were asked
to complete a pick-and-place task as quickly as possible.
Initially, virtual props were placed in Room A, and User A
was asked to find, pick up, and deliver them one by one to
User B. Subsequently, User B had to find target positions in
Room B for placement of the delivered props in succession.
Participants were allowed to walk and meet anywhere in
the accessible area. Before executing the pick-and-place task,
participants were required to use their controllers to specify
scene connections (teleportation points, virtual portals, or
dividing lines) in individual rooms.

Hypotheses. In this study, we formulated four hypothe-
ses similar to Study 1:

H2(a): SF is the most efficient technique compared to
IT and VP, as it offers a larger accessible area for traveling
between rooms, which enhances partner, virtual prop, and
target position awareness. Efficiency was measured using
the average completion time and average walking distance.

H2(b): The workload associated with SF is the smallest,
as it enables participants to expend less effort in searching
for props or target positions and reduces the workload of
teleportation between rooms.

H2(c): The presence with SF is the highest, as it provides
more visual cues by fusing two separate rooms, making
users more aware of room layouts and partner activities.

H2(d): Participants’ preference for SF is the highest be-
cause it is easy to use and understandable, and the fused
environment enables them to perceive visual information
about their surroundings more easily, improving their spa-
tial understanding.

Apparatus. The experimental setup in Study 2 was sim-
ilar to that of Study 1, with the addition of an extra VR
device for the second participant. To separate the two users,
a screen was placed in the middle of the tracking space. As
the users were in the same physical space, they were able to
converse without requiring any remote devices.

Participants. This collaborative study recruited 12 pairs
of participants, comprising 11 males and 13 females aged
between 22 to 32 years (mean ± std = 25.13 ± 2.13) from
our university. The distribution of the pairs was as follows:
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Fig. 11. Task execution process of the multi-user collaboration study.
After building the connection between rooms, User A was required to
search for the virtual prop in Room A and deliver the item to User B,
while User B was required to receive the item from User A and place it
in the correct target position.

4 female-only, 3 male-only, and 5 mixed-gender pairs. All
participants had normal or corrected-to-normal vision and
previous experience with virtual reality (VR). The familiar-
ity between teammates was assessed on a 7-point Likert
scale ranging from 1 (never met before) to 7 (best friends
or lovers), yielding mean± std = 4.54± 2.67.

Task and Procedure. Upon arrival at the laboratory
in pairs, participants were informed of the experimen-
tal objective and asked to sign an IRB consent form.
They were instructed to complete a demographic ques-
tionnaire and subsequently received training on operating
the VR devices and utilizing walking-in-place locomotion.
The training comprised 6 trials conducted in the order of
⟨IT,VP, SF, IT,VP, SF⟩, with the intent of facilitating partic-
ipant familiarity with the techniques. For the first 3 trials,
one participant acted as User A, and the other acted as User
B, and their roles were exchanged for the latter 3 trials. At
the beginning of each trial, participants had to establish
a connection between the rooms using the given method
for collaboration, and this connection was not allowed to
be changed during task execution. For IT, either controller
could be used to set the position of the virtual point, which
was fixed upon release of the trigger button. For VP and
SF, either controller could be used to set the position of the
virtual portal and dividing line, with wrist rotation used
to control their orientation. All 3 source props and target
destinations were highlighted until the connection was es-
tablished to assist participants in making better decisions.
During each trial, the pairs of participants worked collab-
oratively to complete 3 rounds of the pick-and-place task:
User A searched in Room A for the highlighted virtual prop,
picked it up, and delivered it to User B, who then searched
in Room B for the highlighted target position and placed
the virtual prop onto it (Figure 11). A trial was considered
complete after 3 successful pick-and-place rounds. The goal
was to complete the tasks as quickly as possible.

In the testing phase, each pair of participants completed
3 trials of the pick-and-place task, with a total of 6 trials
(3 techniques × 2 roles). The wall and floor textures were
randomly assigned to each pair of participants. After fin-
ishing the first 3 trials with the techniques in a random
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Fig. 12. The means and standard errors of the movement distance
and completion time in Study 2. In the bars, darker colors represent
task movement distances or task completion times, and lighter colors
represent preset movement distances or preset completion times. The
whole bar represents the total movement distance or total completion
time. Standard errors are marked in various colors corresponding to the
types of metrics. Error bars in different colors mean standard errors of
different kinds of metrics.

order, the teammates switched roles to finish the next 3
trials with the techniques in a different random order.
Prior to each trial, each participant completed a Pre-SSQ
questionnaire. Completion time, walking distance, and task
execution were recorded per trial. Post-SSQ, Raw TLX, and
IPQ questionnaires were completed by each participant
after each trial. A 7-point Likert scale questionnaire was
completed by each participant after finishing all trials to
determine preferences. Participants also provided feedback
on the techniques through an interview. The experiment
lasted approximately 50 minutes.

7.2 Results

72 valid trials (12 participant pairs × 3 techniques ×
2 roles) were collected. Normal distribution was con-
firmed for movement distance and task completion time
via Kolmogorov-Smirnov tests, leading to the use of RM-
ANOVA tests with Bonferroni-adjusted post-hoc testing.
Greenhouse-Geisser corrections were applied when spheric-
ity assumptions were violated. Non-parametric Friedman
tests were employed for other non-normally distributed
data. Wilcoxon signed-rank tests with Bonferroni correction
were conducted for post-hoc analysis upon discovering sig-
nificant effects (α = 0.05). Figure 12 shows the means and
standard errors of the movement distance and completion
time. Table 1 shows the main effect of TECHNIQUE and
the results of post-hoc tests on movement distance and
completion time.

Movement Distance. There was no interaction effect
of TECHNIQUE × ROLE on the preset movement distance
(F (2, 46) = .060, p = .942, η2 = .003), the task movement
distance (F (2, 46) = .327, p = .723, η2 = .014) and the
total movement distance (F (1.577, 36.262) = .251, p =
.726, η2 = .011). We found significant main effects of TECH-
NIQUE on the preset distance (F (1.394, 32.063) = 9.434, p =
.002, η2 = .291), the task distance (F (1.515, 34.851) =
15.403, p < .001, η2 = .401) and the total distance
(F (1.415, 32.534) = 9.475, p < .001, η2 = .292). ROLE had
no significant main effect on the metrics.
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TABLE 1
In Study 2, we compared the performance of different methods on

movement distance and completion time. The results are presented
using different colors, where each color represents a specific method.
The color of the value indicates which method performs better under

that metric. Significant differences are denoted by asterisks: ∗p < 0.05,
∗∗p < 0.01, and ∗ ∗ ∗p < 0.001.

Metric SF vs. IT SF vs. VP IT vs. VP

Preset Distance 1.641m*** 1.053m -0.581m
Task Distance -6.238m*** -6.288m*** -0.050m
Total Distance -4.597m*** -5.236m** -0.639m

Preset Time 6.712s*** 2.308s* -4.404s***
Task Time -18.733s*** -15.205s*** 3.528s
Total Time -12.022s** -12.897s*** -0.876s

Completion Time. No interaction effect of TECHNIQUE
× ROLE was found on the preset completion time
(F (2, 46) = .871, p = .425, η2 = .037), the task com-
pletion time (F (1.405, 32.311) = .042, p = .959, η2 =
.002) and the total completion time (F (1.380, 31.729) =
.000, p = .998, η2 = .000). It was revealed that TECH-
NIQUE had a significant main effect on the preset time
(F (2, 46) = 28.127, p < .001, η2 = .550), the task time
(F (1.295, 29.795) = 20.900, p < .001, η2 = .476) and the
total time (F (1.205, 27.709) = 10.490, p = .002, η2 = .313).
There was no significant main effect of ROLE on the metrics.

User Preference. The non-parametric Friedman tests
were used to analyze the data from self-made 7-Likert
questionnaires of preference. Tests showed that TECH-
NIQUE had significant main effects on preference (χ2(2) =
34.135, p < .001). The post-hoc tests revealed that SF had
significantly higher scores than IT (+1.417, p < .001) and
VP (+1.392, p < .001). Although VP got higher scores
than IT, there was no significant difference between them
(+.021, p = .942).

Workload. Non-parametric Friedman tests under all
metrics of Raw-TLX showed that TECHNIQUE-ROLE had
significant effects on the physical (χ2(5) = 25.882, p <
.001), temporal (χ2(5) = 27.854, p < .001), effort (χ2(5) =
20.620, p = .001), performance (χ2(5) = 18.238, p = .003),
frustration (χ2(5) = 22.696, p < .001) overall (χ2(5) =
21.915, p = .001). Figure 13 shows means and standard
errors of Raw TLX questionnaire scores on all measures.

No significant effects were found in the post-hoc tests
between techniques on Presence and Simulator Sickness.

7.3 Interview Findings
In the gathered open comments, SceneFusion was found
to be the preferred choice of almost all participants (20
out of 24) for enhancing collaboration and communication
in virtual scenes. P6 commented: “SceneFusion facilitated
communication and collaboration between users. In the fused
room, the users can observe each other’s positions, making it
easier to hand over objects and plan walking routes.” P23 said:
“SceneFusion gave the user a larger view, reducing unnecessary
movement and facilitating collaborative work.” The comments
indicate that the wide fusion area of SceneFusion provides
users with rich visual information from both rooms.

Furthermore, some users found SceneFusion an intuitive
tool that minimized unnecessary travel. P3 said: ”SceneFu-
sion can adjust the size of the space to the user’s needs and remove

Mental
Physical

Temporal Effort
Performance

FrustrationOverall
0
5

10
15
20
25
30
35
40

Sc
or

e

IT-A
IT-B

VP-A
VP-B

SF-A
SF-B

Fig. 13. Means and standard errors of Raw TLX questionnaire scores
on all measures in Study 2.

the space that is not needed. This reduced the distance the user has
to travel during the tasks.” P20 said: ”Tasks with SceneFusion
proceeded naturally as if they were in the same room.” These
comments showed that users found that our SceneFusion
technique can remove redundant parts of the space and
make the movement more efficient. The fused environment
also makes them feel more intuitive and natural.

However, some participants thought that SceneFusion
decreased the efficiency of completing the tasks. P14 argued:
“Setting the dividing lines in the SceneFusion costs too much
time, making the manipulation less efficient.” Although the
manipulation of the SceneFusion consumed more time than
the others, objective data showed that it can save much more
time during the tasks. P17 said: “SceneFusion changed the
layouts of the rooms, which might confuse users in some complex
rooms.” The comment indicates that layout changes made by
SceneFusion may hinder the efficiency of task completion.
Hence, it is imperative to retain as many visual features of
the original rooms as possible during room fusion.

A few users preferred the virtual portal or instant tele-
portation. P9 explained: “The virtual portal, which is similar to
the doors in the real life, made me feel more immersive like I’m
in the real world.” P15 said: “I think instant teleportation was
very easy and intuitive to use.” User feedback revealed that
although SceneFusion benefited virtual collaboration and
communication, it might decrease the immersion level.

7.4 Discussion

Three hypotheses, namely H2(a), H2(b), and H2(d), were
fully supported by our experimental results, while H2(c)
was rejected, consistent with the results of Study 1. Scene-
Fusion achieved the shortest total movement distance and
the least total time cost compared to instant teleportation
(−4.597m, −12.022 s) and the virtual portal technique
(−5.236m, −12.897 s), despite having the longest preset
movement distance and largest preset time cost. This finding
indicates that although the preset operation of SceneFusion
is more complex, it can significantly save task completion
time and movement distance. The large accessible area
around the fusion area provided by SceneFusion enables
participants to have more freedom to choose the location
for virtual prop delivery, while other techniques require
both participants to stay in the same room. Additionally,
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SceneFusion can remove unnecessary space according to
user needs, which leads to less travel for users.

SceneFusion was found to reduce the workload on all
measures, as indicated by the Raw TLX results. In addition
to shorter walking distances and more continuous locomo-
tion, SceneFusion’s richer visual context enables collabora-
tors to locate one another and communicate face-to-face. In
contrast, with instant teleportation, collaborators cannot see
each other when they are in separate rooms, which some-
times leads to missed connections and additional teleporta-
tions. With the virtual portal technique, collaborators must
decide who goes through the portal when they arrive at the
same time, leading to hesitation or even embarrassment.

Based on the results and user feedback, SceneFusion was
the most preferred technique due to its ability to remove
wall occlusions and seamlessly blend two separate rooms,
enabling collaborators to interact more freely and conve-
niently. However, some participants disliked SceneFusion
due to its perceived unreality and complexity of use, which
may be related to task types and user personalities.

Presence was not significantly affected by the technique
used, consistent with the findings of Study 1.

8 LIMITATIONS

There are also several limitations in our work. First, we
designed SceneFusion based on 2D planar maps and only
tested its performance in virtual rooms with conventional
rectangle shapes, which are the prevailing geometry for
indoor rooms. Nevertheless, several indoor rooms can be
complex and possess a diverse range of geometry, such as
curved walls, circular corridors, and duplex rooms. There-
fore, further exploration is required for extending Scene-
Fusion to accommodate rooms with atypical and complex
geometry. Besides, it is also imperative to investigate how
to enhance the method’s performance in outdoor environ-
ments.

Another limitation is that we reserved obvious blank
areas in each room for generating dividing lines. The pur-
pose was to retain all interactive objects in the fused room.
However, the setting of these lines must be appropriate,
otherwise, major interactive objects could be split out, or
the fusion area may be too narrow to pass through, thus
reducing subsequent VR exploration or collaboration effi-
ciency. One possible solution is to automatically adjust the
dividing lines based on user operations and allow users to
specify the important props in advance. If some important
props are considered to be discarded, the system can rear-
range them to proper positions in the new shared space.
Further research needs to be conducted to explore related
approaches and methods.

Moreover, optimization of the fusion area width was
not the primary objective of our work. In the pilot study,
we only assessed subjective feelings of four discrete fusion
area widths in two typical individual rooms, and the results
revealed a tendency that users prefer longer widths. One
possible solution is to use the whole length of the wall to
create the fusion area, which can also handle rooms with
shallow depths. But for rooms with large size differences,
this strategy can profoundly alter the geometries of the
original rooms and considerably affect visual plausibility.

Therefore, the fusion area width should be restricted within
a certain range that may be influenced by the size, geometry,
or structure of individual rooms, which warrants further
investigation.

Furthermore, our user studies focused only on evaluat-
ing the performance of SceneFusion with one or two users.
Theoretically, SceneFusion can facilitate the collaboration of
more than two users by iteratively fusing the new shared
space with another individual room one at a time. However,
the efficient completion of this process requires further
exploration in future research.

9 CONCLUSION AND FUTURE WORK

In this paper, we propose SceneFusion, a novel technique
for traveling between scenes that enables both single-user
exploration and multi-user collaboration in individual VEs.
SceneFusion is designed to optimize efficiency, visual plau-
sibility, and versatility.

With SceneFusion, VR users can merge virtual rooms
that were originally separated into a cohesive environment
by blending the geometric structure and visual textures
in the fusion area, providing a seamless visual context
during active locomotion and communication. In contrast
to commonly used teleportation techniques such as instant
teleportation and virtual portal technique, SceneFusion is
more efficient, as it reduces task completion time, walking
distance, and human workload. Additionally, SceneFusion
is user-friendly and aids in understanding the context of
both environments and the activities of other collaborators.

Our SceneFusion technique can be particularly valuable
when users require a connection between individual rooms,
and most of the visual information of the rooms needs to
be preserved. Apart from the single- or multi-user pick-
and-place tasks conducted in our experiment, SceneFusion
has the potential to benefit other VR applications, such as
VR interior design. By fusing two separate virtual rooms,
the layouts and decoration details of both rooms can be
visualized, and users can immerse themselves in the fused
environments, discuss and compare differences in interior
designs, and make interactive edits. For educational, train-
ing, or entertainment purposes, this technique can be ap-
plied multiple times to fuse areas of interest from more
virtual rooms by defining appropriate dividing lines.

In future work, we aim to enhance the SceneFusion tech-
nique by proposing automated techniques for determining
dividing lines to reduce human labor and optimize visual
effects. Currently, we have conducted extensive user ex-
periments on single- and double-user pick-and-place tasks.
More complicated studies with grouped users in other kinds
of VR tasks are regarded as future works. Furthermore,
exploring the adaptation of this novel technique to open-
world VEs and asynchronous collaboration tasks is also
worth investigating.
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