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Figure 1: Left: Our ARPen smartphone app tracks the real-world location of the ARPen, letting the user sketch in mid-air. Middle: We compared the performance of different mid-air selection techniques. For with highlight, a box was highlighted when the pen tip was inside the box. Right: The preferred technique for translation tasks was pen ray pickup: Pressing a button on the pen with the tip in front of a target snaps it to the tip; releasing the button drops it.

ABSTRACT
Modeling in Augmented Reality (AR) lets users create and manipulate virtual objects in mid-air that are aligned to their real environment. We present ARPen, a bimanual input technique for AR modeling that combines a standard smartphone with a 3D-printed pen. Users sketch with the pen in mid-air, while holding their smartphone in the other hand to see the virtual pen traces in the live camera image. ARPen combines the pen’s higher 3D input precision with the rich interactive capabilities of the smartphone touchscreen. We studied subjective preferences for this bimanual input technique, such as how people hold the smartphone while drawing, and analyzed the performance of different bimanual techniques for selecting and moving virtual objects. Users preferred a bimanual technique casting a ray through the pen tip for both selection and translation. We provide initial design guidelines for this new class of bimanual AR modeling systems.
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1 INTRODUCTION
With the rekindled interest in Virtual Reality (VR) and Augmented Reality (AR), several research projects [1, 2, 15, 20, 31, 41, 44] have explored using these technologies to let users create 3D models in mid-air. Using AR for this task is particularly interesting, since it allows interacting directly in the real world and on existing physical objects, without having to first digitize the environment or existing objects. AR modeling also benefits from the haptic feedback the physical
objects’ surfaces provide [39]. To interact with virtual objects in AR or VR requires manipulation operations, such as selecting an object to change its properties, or moving it to a new location. In this paper we evaluate different selection and translation techniques with our ARPen system.

AR systems can be classified into wearable systems, such as head-mounted displays, and non-wearable systems, such as smartphones or projector setups [30]. Most AR modeling projects use wearable systems (e.g., [1, 31, 44]). They offer a hands-free visualization that shows the digital objects overlaid over the real world. However, current systems require external tracking of the input device and precise calibration to map the real world input to the virtual coordinate system.

Among non-wearable systems, consumer smartphones have recently gained development support for AR¹, and can track their position in relation to surfaces to place 3D content into their live camera feed. While this requires holding the phone like a camera, moving the phone enables precise viewport control, and AR apps can use the phone touchscreen for interaction. Projecting a 3D scene onto the 2D screen, however, reduces depth information, making it difficult to specify a point at a specific depth in 3D by interacting with the 2D projection [21, 28, 32]. We propose to specify the position of a point in 3D bimanually, using a pen tracked by the smartphone camera.

We developed the ARPen system to prototype and evaluate this interaction. It uses a recent iPhone and a 3D-printed pen with wireless buttons near the tip and visual markers at its end. The ARPen app tracks the position of the phone in the real-world environment using Apple’s ARKit, and the position of the pen tip via the pen’s visual markers. This allows drawing and interacting with virtual objects that are anchored in real space. Buttons on the pen serve to start and stop drawing, and to invoke other editing commands. Only requiring smartphone & pen enables this system to be used in many situations, e.g., to design an inset for the can holder in a car to support smaller can sizes, or to combine multiple moving elements such as hinges to create a box.

The touchscreen shows the AR scene, and the user can move the phone to change the viewport, e.g., to slice through objects to look behind them. At the same time, the app can use the touchscreen to display interactive controls and options such as a library of model parts like hinges that the user can place in the scene and combine with other objects.

To better understand this new interaction technique, we first analyzed how people would hold a smartphone while drawing with the pen in the other hand, and which parts of the screen they are capable of reaching with the same hand. To evaluate the interaction with virtual content in the scene, we then performed two studies comparing different techniques for two of the central tasks when interacting with AR content [9]: selecting and translating virtual objects.

In summary, this paper makes the following contributions:

- the ARPen interaction technique that allows for bimanual mid-air modeling in Augmented Reality using a pen and consumer smartphone,
- user studies evaluating the grip and reachable touchscreen areas in this technique, and comparing different techniques to select and move virtual objects.

In the remainder of this paper, we provide an overview of related work before explaining the interaction technique and our implementation in more detail. After reporting on our grasp, selection, and translation studies, we close with a discussion and provide initial guidelines and suggestions for researchers and designers of pen-based AR systems.

2 RELATED WORK

The ARPen interaction technique and the studies in this paper draw from related work in the areas of immersive modeling and manipulating objects in mid-air. Modeling in mid-air has already been around since the early 90s [33] and interactions with different types of AR/VR have also been evaluated from an early stage [10, 36]. A recurring problem for both AR and VR are perceptual issues for detecting the correct depth of objects ([11, 12, 37]; see [21] for a survey). Interaction techniques need to address these issues.

Immersive Modeling

Immersive modeling interaction techniques focus on creating 3D models in mid-air instead of interpreting 2D drawings to estimate 3D objects as in e.g., [4, 7, 13, 18, 34]. Models can be visualized anywhere along the mixed-reality continuum [26], with VR [20] and AR [1, 31, 44] being the most frequent.

In VR, [20] lets users place 2D sketches in mid-air before ‘lifting’ individual strokes into the third dimension. Users can also draw freehand mid-air paths, and enhance the resulting wireframe model by defining surfaces between strokes.

AR provides a link back to the real world and its physical objects. This supports designing objects that fit existing physical shapes, a frequent task in Personal Fabrication. RoMA [31] combines AR modeling with a robotic 3D printing arm to directly manufacture the designed wireframe model. WireDraw [44] lets users draw wireframes with visual step-by-step instructions via head-mounted AR. A more artistic approach [1] combines an AR headset with a motion tracking system to draw in mid-air. Since physical surfaces improve sketching precision [2, 39], the system also includes a tablet for sketches that are projected onto mid-air drawing planes.

Similarly, in mobile AR, Napkin Sketch [41] lets users specify a mid-air drawing plane, then draw strokes via touch on a tablet that are projected onto the drawing plane. [15] maps

¹developer.apple.com/arkit, developers.google.com/ar
Manipulating Objects in Mid-Air

Manipulations like selecting and moving virtual content are central interactions for both VR and AR [9]. In handheld AR, many interaction techniques involve the touchscreen to manipulate the virtual content. For object selection, intuitive methods are to directly touch the projection of the object, or to have a central crosshair on the screen [38]. However, touching the screen for a selection often moves the device and thus the viewport into the scene. This can cause selection errors. To address this, several approaches ‘freeze’ the camera feed during touch interaction (e.g., [5, 23, 38]), which improves accuracy but takes longer. Special techniques improve selection in dense environments [29].

A key limitation of handheld AR is that the touchscreen does not directly support manipulating the 6 degrees of freedom of a virtual object in space. 3D Touch [28] addresses this by interpreting swipes on the screen in the context of the position of the smartphone in the world. Another approach is to first let the user tap to cast a ray into the scene, fix the object to be placed on that ray, then drag on the screen to move the object along the ray [32].

Device movement can also be used to transform the virtual object [14, 17, 25, 28, 32] or move a cursor around a 3D environment [3]. Selecting and holding an object attaches it to the device. Now any device movement is applied to the object, enabling compound manipulation of position and rotation. Studies show that users prefer this technique over touchscreen interactions, achieving good translation and rotation performance [25, 28].

A more natural approach tracks the user’s free hand while holding her phone, using a separate depth camera [6, 8] or the device camera [5, 17]. Colored finger markers improve the tracking [17], although this project only tracked 2D movements and used device motion for the missing dimension. At the time, although users enjoyed the interaction, gesture tracking was not accurate enough for fair evaluation [5].

Unlike these approaches, the ARPen provides direct 3D positional input suitable for modeling without multiple steps or viewport adjustments, and the pen buttons support issuing commands without touching the screen.

External input devices can be tracked in various ways, such as motion capture cameras [22, 42], stereo cameras [27], regular cameras [40], or by sensing the magnetic field [43]. The determined position has, for example, been used to slice through 3D data [19], control a game by projecting gestures into the 2D gameboard [16], recreate the geometry of a traced object [27], or for character customization [35].

However, none of these projects compared different techniques for the selection and translation of virtual objects in handheld AR with a pen.

3 THE ARPen

The ARPen explores an alternative to the above approaches, using bimanual pen+smartphone interaction. Below, we describe the interaction technique we designed, and our hardware and software implementation to enable replication, further research, and application development.

Interaction Technique. Specifying a position in mid-air is important for 3D modeling applications—a problem of handheld AR systems. A precise 3D input device—similar to the mouse in desktop settings—is needed to perform controlled strokes and manipulations in mid-air. The mobile device provides another area of interaction: the touchscreen to switch modes or adjust settings, and the device itself by setting the viewport.

Each of those areas of interaction have tasks suited to their strengths: precise 3D input capabilities for the pen, familiar haptic interaction on the touchscreen. However, the combination pen+phone has the potential to improve and simplify AR 3D model generation. We want to use the ARPen to prototype and study these combinations.

For example, the hand holding the device could select an object while the pen is used to manipulate the object’s rotation or size. Or the touchscreen could be used to select a model which is placed using the pen. Similar to [24], manipulating the viewport while holding the object with the pen could scale an object. Sequencing actions such as a translation followed by rotation could also be faster by switching the action on the screen while the pen adjusts the value.

Implementation. Tracking the position of the, mostly pen shaped [1, 20], input device in relation to the world is essential for mid-air modeling. We implemented a tracking only requiring a smartphone. With marker tracking, such as with arUco², we are able to track the position of a marker in camera coordinates. Wu et al. [40] do this with a fixed camera. However, ARKit for iOS tracks the device’s location relative to surfaces in the scene. Combining the two techniques, we can track the 3D location of a marker in the world (Fig. 2).

The ARPen has six arUco markers on its end. This ensures that at least one marker is visible for the camera even if the pen is pointing away from the camera. Knowing the physical setup of pen and markers, we can determine the pen tip from the marker location and stabilize this location by averaging if multiple markers are visible. Furthermore, the pen transmits the states of three buttons to the phone via BLE.

²https://docs.opencv.org/3.1.0/d5/dae/tutorial_aruco_detection.html
We recorded the position of all touches on the screen to find the position of the marker relative to the surfaces. When using the ARPen, the phone is operated with the non-dominant hand while adjusting the grip.

Camera left (varied between a portrait and two landscape orientations) was rated lowest by 14 participants, because camera left was placed in last place 4 times because the limited horizontal viewport would cause losing the pen’s markers. Landscape grasps in which the participants should hold the phone varied between a portrait and two landscape orientations differing on the position of the device’s camera. Holding the phone in the left hand, the hand is either grabbing the top (camera left) or define the diagonal of a cube. To enable others to analyze their own mid-air modeling techniques, we provide an open source implementation of the ARPen.

4 PHONE GRIP & INTERACTION AREA

When using the ARPen, the phone is operated with the non-dominant hand while the dominant hand is used for the pen interaction. We conducted a study on how people hold the phone and which areas they can reach on the screen while using the ARPen.

Study Setup

Participants used the ARPen on smartphones of different size: 4.7” iPhone 6s (small) and 5.5” iPhone 7 Plus (big). The orientation in which the participants should hold the phone varied between a portrait and two landscape orientations differing on the position of the device’s camera. Holding the phone in the left hand, the hand is either grabbing the top (camera left) or define the bottom of the screen (camera right). Both the order of orientation and size were counterbalanced.

No menu elements were shown on the screen to not influence the grip of the participant by the placement of buttons. We recorded the position of all touches on the screen to find out the available interaction area. This recording could be activated by the moderator to avoid accidental recordings while adjusting the grip.

Study Procedure

In the beginning of each condition, the phone was placed in front of the participant and she was told in which orientation it should be held. The participant was asked to draw freely in AR and find a suitable grip for the current orientation. After the participant said that they found a comfortable grip, we took a photo of how the phone was held and started the ‘touch recording’ mode. The participant had to trace and fill out the area she could reach with a finger of the hand holding the phone. No visual feedback was shown to avoid influencing the participant. We then stopped the recording, cleared the drawing area, and placed the phone back on the table. The sequence was repeated for all different orientation. Then, the conductor changed the phone to the other size and the task was repeated. Afterwards, the participant was asked about the preferred size and orientation.

Evaluation

Our initial categorization of grasps was into valid grasps that allowed to touch the screen and invalid grasps in which no interaction with the screen was possible.

For valid grasps, we analyzed the recorded touch points. Touch points of participants who held the phone in the right hand were mirrored to allow for a combined evaluation.

Results

18 participants (4 female, 2 n/a) took part in the study (M: 25.7 years, SD: 3.0 y). One left-handed participant and one right-handed participant held the phone in the right hand.

Size. Nine participants preferred the big phone because of the larger screen and because they felt that a wider camera image simplified keeping the pen’s markers in view. Seven participants preferred the smaller phone and mentioned a more comfortable grasp and less weight.

Orientation. Size did not affect the subjective ratings regarding the orientation. Portrait and camera right both were most preferred similar times (portrait: 9, camera right: 8). However, portrait was placed in last place 4 times because the limited horizontal viewport would cause losing the pen’s markers. Camera left was rated lowest by 14 participants, because most common grasps would occlude the camera.

Grasps. We categorized the valid landscape grasps in pinkie-, thumb tray-, frame-, and front-grasp (Figure 3, a–d):

- Pinkie: The phone rests on the pinkie finger, with the index finger holding the top.
- Thumb tray: Similar to the pinkie, but the phone also lies on the thumb tray.
- Frame: Thumb and middle finger form a frame by holding the phone from the side.
- Front: The phone is held with the thumb, index and middle finger laterally from the front.

Pinkie was used most for camera right especially (cf. Table 1). It was used less in camera left as it often occluded the

---

3https://developer.apple.com/documentation/scenekit
4https://github.com/i10/ARPen

Figure 2: a) ARKit is used to determine the camera’s position relative to the surfaces. b) arUco tracks the marker relative to the camera. c) The combination allows to calculate the position of the marker relative to the surfaces.
Table 1: Grasp frequencies for different orientations and sizes. Pinkie and low portrait were used most often for their respective orientation.

<table>
<thead>
<tr>
<th></th>
<th>small</th>
<th>big</th>
</tr>
</thead>
<tbody>
<tr>
<td>pinkie camera right</td>
<td>50%</td>
<td>61.1%</td>
</tr>
<tr>
<td>thumb tray</td>
<td>16.7%</td>
<td>11.1%</td>
</tr>
<tr>
<td>frame</td>
<td>11.1%</td>
<td>11.1%</td>
</tr>
<tr>
<td>front</td>
<td>0%</td>
<td>5.6%</td>
</tr>
<tr>
<td>invalid</td>
<td>22.2%</td>
<td>11.1%</td>
</tr>
<tr>
<td>pinkie camera left</td>
<td>27.8%</td>
<td>27.8%</td>
</tr>
<tr>
<td>thumb tray</td>
<td>33.3%</td>
<td>27.8%</td>
</tr>
<tr>
<td>frame</td>
<td>11.1%</td>
<td>16.7%</td>
</tr>
<tr>
<td>front</td>
<td>11.1%</td>
<td>16.7%</td>
</tr>
<tr>
<td>invalid</td>
<td>16.7%</td>
<td>11.1%</td>
</tr>
<tr>
<td>low portrait</td>
<td>100.00%</td>
<td>88.9%</td>
</tr>
<tr>
<td>high portrait</td>
<td>0.00%</td>
<td>5.6%</td>
</tr>
<tr>
<td>invalid</td>
<td>0.00%</td>
<td>5.6%</td>
</tr>
</tbody>
</table>

Figure 3: Grasps found in the study (with touch recordings). a) pinkie, b) thumb tray, c) frame, d) front, e) low portrait, f) high portrait. Pinkie and low portrait were used most often for their respective orientation.

Reachable Areas. The recorded touch points show that for landscape the reachable area of pinkie and thumb tray is located to the bottom left, while frame and front are located in the top center (cf. Figure 3, a–d). We grouped those grasps together and defined general touch areas by calculating average boundaries in x and y direction. For pinkie and thumb tray, the touch area has a width of 59.2 mm (big: 50.9 mm), a height of 52.2 mm (big: 56.0 mm) and is 0.8 mm away from the left edge and 2 mm from the bottom of the screen (big: 2.9 mm left, 5.1 mm bottom). Frame and front were closer to the screen center—20.4 mm from the left and 0.0 mm from the top of the screen—with smaller average width and height of 51.7 mm and 43.9 mm (big: 19.5 mm left, 2.89 mm top, 53 mm width, 41.1 mm height). Touch points for low portrait are 0.9 mm from the left and 2 mm from the bottom of the screen (big: 1.5 mm left, 1.9 mm bottom) with a width of 54.0 mm (big: 54.4 mm) and height of 66.7 mm (big: 68.3 mm). Lastly, for high portrait, which was used once on the big phone, the touches are 1.6 mm left and 20.55 mm from the bottom of the screen and the area has an average width and height of 58.9 mm and 78.3 mm.

Summary
We used a big iPhone and the pinkie grasp in the camera right orientation for the further studies. The camera right orientation was never the least preferred orientation as portrait had issues keeping the pen markers in view. The big phone gave participants the impression of seeing more of the scene also reducing issues of keeping the pen in view. Controlling this grasp avoids finding a selection technique that works well only in a screen orientation that is otherwise not working well for designing.

5 MID-AIR INTERACTION STUDY: SELECTION
To better understand the ARPen interaction, we take a look at user performance for two major mid-air interactions—selecting virtual objects and translating them [9]. We ran two studies that required participants to interact with objects within a 40cm×40cm×40cm volume on a table surface. This size enabled participants to stay seated during the study while holding phone and pen but they were encouraged to move the phone or stand up if they wanted to.

The selection of objects is required for manipulations of a specific object such as a change in color or a transformation. We compare five different techniques of selecting an object in mid-air using the ARPen (selection technique). We measured the success rate, selection time, deviation from the target, and the size of the object on the screen during the selection.

Selection Techniques
We sampled fundamental techniques to perform the selection from a large space of possible interactions: Pen Selection Without Highlighting (without highlight), Pen Selection With Highlighting (with highlight), One-handed Touch Selection (one-handed), Two-handed Touch Selection (two-handed), and Pen Ray Selection (pen ray). See Figure 4 for details.

Pen Selection Without Highlighting. The position of the pen is not visualized in the scene. Users have to match the pen
with an edge length of 10 cm (cube space). Into each of these cube spaces we placed a white cube with an edge length of either 1 cm, 2 cm, 3 cm, or 4 cm. For each trial, 16 cubes of either size were assigned randomly to the cube spaces and their position within each cube space was randomized but needed to be at least 1 cm away from its side. Therefore, the distance between cubes was at least 2 cm (Figure 1, middle).

Participants had to select 64 targets using each of the five selection technique. At the beginning of a trial, one cube was shown as the target. The order of targets was randomized but counterbalanced between participants. Each participant was asked to hold the phone in her non-dominant hand using the pinkie grasp. She was given time to familiarize herself with the grip and the ARPen before we introduced the task and techniques.

We demonstrated and explained each technique before letting the participant try for herself. For two-handed, the participant had to hold the pen in the hand tapping the screen to stay in the scenario of modeling in mid-air before selecting an object. If the participant needed a rest during the study or stopped to make a comment, we restarted the last selection. After selecting all 64 cubes, we asked the participant to rate the ease of selection and confidence of selection of the technique. For each technique, we noted qualitative observations about the selection strategy. After using all techniques, the participant was asked to rank the five techniques from best to worst. Overall, each participant selected 320 targets (64 cubes×5 selection technique). The order of conditions was counterbalanced between participants.

**Pen Selection With Highlighting.** Here, the tip of the pen is visualized with a red sphere. The sphere disappears if the pen tip is behind or inside an object. If it is inside an object, the object changes into a visually highlighted state. While without highlight measures how well the selection worked just from the standard visualization, with highlight evaluates how basic depth cues could help improve the depth specification. A button press on the pen confirms the selection.

**One-handed & Two-handed Touch Selection.** From the position of a touch on the screen, a ray is cast into the scene and the first virtual object it contacts is selected. For one-handed, the user has to select the object using the thumb on the hand holding the phone. In the two-handed condition, the user performs the selection with the hand holding the pen.

**Pen Ray Selection.** Upon pressing a button on the pen, a ray is cast through the tip of the pen and the first target it hits is selected. This means that the user has to align the tip of the pen so that it is in front of the intended target. Pressing the button on the pen then selects this target.

**Study Setup**

The interaction volume was separated into 64 cubic areas with an edge length of 10 cm (cube space). Into each of these cube spaces we placed a white cube with an edge length of either 1 cm, 2 cm, 3 cm, or 4 cm. For each trial, 16 cubes of either size were assigned randomly to the cube spaces and their position within each cube space was randomized but needed to be at least 1 cm away from its side. Therefore, the distance between cubes was at least 2 cm (Figure 1, middle).

Participants had to select 64 targets using each of the five selection technique. At the beginning of a trial, one cube was shown as the target by changing its color to green. After a selection occurred, regardless of the success, a new cube was shown as the target. The order of targets was randomized.

**Study Procedure**

Participants sat in front of a table with tape markings to improve the world tracking and a visual marker to keep the position of the interaction volume consistent between participants. Each participant was asked to hold the phone in her non-dominant hand using the pinkie grasp. She was given time to familiarize herself with the grip and the ARPen before we introduced the task and techniques.

We demonstrated and explained each technique before letting the participant try for herself. For two-handed, the participant had to hold the pen in the hand tapping the screen to stay in the scenario of modeling in mid-air before selecting an object. If the participant needed a rest during the study or stopped to make a comment, we restarted the last selection. After selecting all 64 cubes, we asked the participant to rate the ease of selection and confidence of selection of the technique. For each technique, we noted qualitative observations about the selection strategy. After using all techniques, the participant was asked to rank the five techniques from best to worst. Overall, each participant selected 320 targets (64 cubes×5 selection technique). The order of conditions was counterbalanced between participants.

**Measurements**

Beside recording the success of the current selection, we measured the time from showing the target to the issued selection. For not successful selections, we calculated the deviation to the target. For without highlight and with highlight this deviation is the length of the vector between the specified 3D point and the target (in cm). To evaluate the offset for each dimension, we stored the direction of this vector in camera coordinates. For one-handed, two-handed, and pen ray, we measured the distance from the selection position on the screen to the convex hull of the target’s projection (in cm). Since moving the phone adjusts the size of the target on the screen, we recorded the size of the bounding box of the projection at the time of the selection (in cm²). We also collected subjective ratings for ease of selection and confidence of selection for each technique on 7-level Likert-Scales and a ranking of the five techniques.

**Results**

We recruited 15 participants (1 female, 1 n.a., 21–40 years, M: 28 years, SD: 5.4 years, all right handed). We discarded one participant’s without highlight data as the selection was intentionally performed differently. Overall, we recorded 4735 selections. For every participant, we counted the successful

---

**Figure 4: Selection techniques. a) Without highlight, b) With highlight, c) One-handed, d) Two-handed, e) Pen ray.**
Table 2: Means and standard deviations of success, selection time, and projected size for the main effect of selection technique. Rows not connected by the same letter are significantly different.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Success</th>
<th>Significance</th>
<th>Mean</th>
<th>SD</th>
<th>Selection Time</th>
<th>Significance</th>
<th>Mean</th>
<th>SD</th>
<th>Projected Size</th>
<th>Significance</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>pen ray</td>
<td>A</td>
<td>87.08 %</td>
<td>5.74 %</td>
<td></td>
<td>C</td>
<td>2.6 s</td>
<td>0.4 s</td>
<td></td>
<td>C</td>
<td>0.42 cm²</td>
<td>0.12 cm²</td>
<td></td>
</tr>
<tr>
<td>with highlight</td>
<td>A</td>
<td>81.64 %</td>
<td>13.38 %</td>
<td></td>
<td>A</td>
<td>7.4 s</td>
<td>1.7 s</td>
<td></td>
<td>A B</td>
<td>1.08 cm²</td>
<td>0.45 cm²</td>
<td></td>
</tr>
<tr>
<td>two-handed</td>
<td>A B</td>
<td>78.54 %</td>
<td>14.31 %</td>
<td></td>
<td>D</td>
<td>1.9 s</td>
<td>0.6 s</td>
<td></td>
<td>A B</td>
<td>1.22 cm²</td>
<td>0.96 cm²</td>
<td></td>
</tr>
<tr>
<td>one-handed</td>
<td>B</td>
<td>69.89 %</td>
<td>17.72 %</td>
<td></td>
<td>C D</td>
<td>2.3 s</td>
<td>0.7 s</td>
<td></td>
<td>A</td>
<td>1.70 cm²</td>
<td>1.93 cm²</td>
<td></td>
</tr>
<tr>
<td>without highlight</td>
<td>C</td>
<td>2.90 %</td>
<td>6.85 %</td>
<td></td>
<td>B</td>
<td>5.8 s</td>
<td>1.7 s</td>
<td></td>
<td>B C</td>
<td>0.69 cm²</td>
<td>0.41 cm²</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Interaction effect between selection technique and success on the projected size. Successfully selected targets are larger compared to missed targets. For with highlight this difference seems to be smaller compared to the other techniques. Whiskers denote the 95% CI.

Figure 6: Subjective Ranking of selection technique. Without highlight is least preferred. Pen ray and two-handed are on the first two places. One-handed is mostly in third position.

offset in z-dimension (without highlight x: 7.1 cm, y: 2.7 cm, z: 27.4 cm; with highlight x: 0.5 cm, y: 0.7 cm, z: 2.4 cm).

For the screen selection techniques, we recorded the least deviation for pen ray (M: 0.04 cm, SD: 0.02 cm) followed by two-handed (M: 0.2 cm, SD: 0.15 cm) and one-handed (M: 0.43 cm, SD: 0.73 cm).

Subjective Ratings. We found that ease of selection is rated significantly different for the techniques ($\chi^2(4) = 49.385, p < .001$). Post-hoc comparisons show that mid-air selection techniques (without highlight M: 2.14, SD: 1.79; with highlight M: 3.87, SD: 1.3) were rated as harder compared to the screen selection techniques (pen ray M: 6.67, SD: 0.62; two-handed M: 6.6, SD: 0.91; one-handed M: 5.8, SD: 1.32).

Confidence of selection also differed significantly ($\chi^2(4) = 42.347, p < .001$). Post-hoc tests show that without highlight (M: 2, SD: 1.24) is rated lower than all other techniques. Also, both with highlight (M: 5.06, SD: 1.67) and one-handed (M: 5.67, SD: 1.29) are rated lower compared to pen ray (M: 6.67, SD: 0.49). Two-handed (M: 6.33, SD: 0.62) is not rated different to other conditions except without highlight.

The ranking shows that participant liked both pen ray and two-handed followed by one-handed. Without highlight is ranked mostly as the least preferred technique (Figure 6).

Qualitative Remarks. A recurring qualitative remark suggests that participants understood the arrangements of the boxes better in the with highlight condition compared to other

selections per condition (success) as well as averaged the deviation for missed selections (deviation), time (selection time), and projected size (projected size). To analyze the effect of selection technique, we performed mixed-effect ANOVAs with the user as a random variable. We log-transformed selection time and projected size before the evaluation. All post-hoc pairwise comparisons were performed using Tukey HSD tests. The subjective Likert-Scale ratings were analyzed using the Kruskal-Wallis test and post-hoc comparisons using the Wilcoxon method with a Bonferroni correction.

Success, Selection Time, and Projected Size. The selection technique had a significant effect on success ($F_{4,56} = 187.09, p < .001$), selection time ($F_{4,55.06} = 94.016, p < .001$), and projected size ($F_{4,55.23} = 10.007, p < .01$). The means and results of the post-hoc tests can be seen in Table 2.

Splitting the results based on success shows that projected size for successfully selected targets is larger than for misses. This difference seems to be smaller for with highlight. For all other conditions, projected size is about twice as large or more for successful selections (Figure 5).

Deviation. The deviation in the mid-air pointing techniques was larger for without highlight (M: 26.9 cm, SD: 18.2 cm) compared to with highlight (M: 1.5 cm, SD: 3.32 cm). The average deviation vector in camera coordinates shows a large

...
Drag & Drop Techniques

We selected five techniques to drag and drop a virtual target. Four are based directly on selection techniques: pen drag&drop, pen ray pickup, one-handed, and two-handed. Touch&pen combines touchscreen and pen (see Fig. 7).

Pen Drag&Drop. Continuing the with highlight technique, holding the pen button sticks the object to the pen tip. Releasing the button, drops the target at its current location.

Pen Ray Pickup. For the pen ray selection there is a depth offset between pen tip and the target. As the user presses and holds the button on the pen, the center of the selected target is snapped to the tip of the pen—similar to [24], but without adjusting the scale of the object to keep its original size. Releasing the button places the target as in pen drag&drop.

One-handed & Two-handed Touch Translation. Both the one-handed and two-handed translation techniques differ only in the hand used to touch the screen—the hand holding the phone for one-handed, the hand holding the pen for two-handed. Holding the touch attaches the selected object to the phone in its current distance. Changes in position of the phone are directly applied to the position of the virtual object but its rotation in the real world stays the same. Lifting the touch drops the target at its current position.

Touch Pickup & Pen Drop. This two-step condition combines touchscreen and mid-air pointing device. The user first selects the virtual object by touching and holding the object on the screen. Pressing the button on the pen snaps the object to the tip of the pen as soon as the markers are in view. The touch on the screen can now be released and the object is attached to the pen movement. Releasing the button on the pen drops the target.

Study Setup

Inside the upper half of the interaction volume, we placed 32 cubes with edge length of 3 cm using rules similar to the selection study. Participants had to pick up an object and move it to a virtual drop target shown in one of four possible locations. The cube shaped drop targets were shown 5 cm above the corners of the calibration marker with a visual connection to the corner to provide a link to a real world location without being directly tied to a haptic surface. We encourage analyzing interaction techniques that interact with the physical environment.

Moving a target inside the drop target, highlighted the drop location. A correctly dropped target moved to its initial position and the next target and drop location was shown. The order of targets and drop locations was randomized.

Study Procedure

The procedure varied from the selection study only in the task and techniques evaluated. We told the participant that she was allowed to drop and re-select a target as often as conditions. For pen ray, most participants used a strategy in which they did not vary the distance between pen and phone but moved them together. Overall, observations indicate that the device did not have to be moved much to select targets. Together with two-handed, pen ray is also the preferred selection technique of participants. With highlight has a good success rate but the selection time was the slowest likely because participants had to adjust their position to the correct depth for the selection. However, this might lead to a better understanding of the arrangement of objects in the scene. The touch conditions performed well based on the selection time and two-handed also shows a good success rate. The projected size indicates the phone was moved closer to the targets which might become more exhausting over time. Without highlight had the least success and was the least preferred technique. This shows that depth perception in handheld AR requires additional feedback. For the next study, we did not consider a condition without visual feedback.

6 MID-AIR INTERACTION STUDY: DRAG & DROP

Selection is in many cases only the starting point of a manipulation. We studied the whole interaction of selecting and moving a virtual object to a different location in this study.

Figure 7: Translation techniques. a) Pen drag&drop, b) Pen ray pickup, c) One-handed, d) Two-handed, e) Touch&pen.
she wanted to. This was explicitly shown for one-handed and two-handed as pilot studies showed a ‘clutching’-style of multiple drag and drop actions to get a target to a comfortable position relative to the phone. After each condition, we asked the participant to rate the technique for ease of interaction and confidence of interaction. Overall, each participant moved 160 targets (32 cubes×5 techniques). The order of conditions was counterbalanced between participants.

**Measurements**

We measured the time needed to select and drop each target (task time). This time was split into selection time, measuring the time until the target was picked up, and translation time, recording the total duration the target was moved. If the participant placed the target outside the drop location, the selection time increased again.

Since we had observed a clutching technique for one-handed and two-handed, we recorded how often participants picked up a target during a trial (pickups). However, this also records unintended drops.

Furthermore, we recorded how often the participant missed the target during the selection (misses).

The subjective ratings were gathered on a 7-level Likert-scale for ease of interaction and confidence of interaction and as a ranking of the five techniques.

**Results**

We again recruited 15 participants for this study (2 female, 1 n.a., 22–35 years, M: 27.1 years, SD: 3.6 years, one-handed). As the phone crashed through a pen drag&drop condition, we did not gather data for the remaining targets. Overall, we collected 2383 drag&drop interactions. We averaged measurements for each condition among participants. Similar to the selection study, we log-transformed the time measurements and performed mixed-effect ANOVAs with the user as a random variable. All post-hoc tests were done using the Tukey HSD test. Subjective ratings were analyzed with the Kruskal-Wallis test and post-hoc comparisons using the Wilcoxon method with a Bonferroni correction.

**Number of Pickups.** Most users did not pick up a target more than once. The average for all conditions is close to 1 (pen

<table>
<thead>
<tr>
<th>Technique</th>
<th>Selection Time</th>
<th>Translation Time</th>
<th>Task Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Significance</td>
<td>Mean SD</td>
<td>Significance</td>
</tr>
<tr>
<td>two-handed</td>
<td>A</td>
<td>2.6 s 0.4 s</td>
<td>A B</td>
</tr>
<tr>
<td>one-handed</td>
<td>A</td>
<td>2.8 s 0.5 s</td>
<td>A</td>
</tr>
<tr>
<td>pen ray pickup</td>
<td>A</td>
<td>2.8 s 0.5 s</td>
<td>B</td>
</tr>
<tr>
<td>touch&amp;pen</td>
<td>B</td>
<td>4.3 s 0.9 s</td>
<td>C</td>
</tr>
<tr>
<td>pen drag&amp;drop</td>
<td>C</td>
<td>5.2 s 1.4 s</td>
<td>A B</td>
</tr>
</tbody>
</table>

Table 3: Means and standard deviations of selection time, translation time, and task time for the main effect of translation technique. Rows not connected by the same letter are significantly different.

The translation techniques performed similar based on task time except for pen drag&drop which took longer compared to all other techniques because of the increased selection time. Participants also liked this technique the least.
Pen ray pickup was preferred by the participants and they missed also less targets with this technique indicating, similar to the selection study, that this technique should be used for mid-air selection and pickup.

Even though touch&pen needed more time for the selection, the translation time was significantly lower to all other conditions and participants ranked this technique only behind pen ray pickup. Several participants used a strategy where they left the hand holding the pen on the desk, pressing the button as the other hand touched the object. Moving the viewport to the table snapped the object to the pen which only had to complete a small translation. Participants mentioned that this enabled more comfortable hand position. As this was only possible because the drop locations were located on the table, further investigation of this technique is necessary to judge its performance for unknown and/or mid-air drop locations.

The touch techniques had a similar performance and ranking regardless whether one or two hands were used.

The results indicate that a placement via the pen is beneficial but the pickup needs support to overcome depth issues.

7 DISCUSSION

Our studies with the ARPen show that mid-air selection of virtual objects is not optimal as it takes longer to find the correct 3D position and is not possible without highlighting or pen tip visualization. However, placement by moving the pen to the intended position ranked high on user preference. Over both mid-air manipulation studies, users preferred the selection and pickup via a ray shot through the pen tip. The 2D representation of the scene allowed to align the pen tip with the object to select it. This interaction also achieved the highest amount of successful selections, short selection and translation times comparable to touch techniques, and least device movement based on the size of the projected targets. We recommend to employ ray-based techniques for manipulation tasks in handheld AR modeling systems.

Touch techniques, especially with two hands, achieve good results particularly for selection time. For selection, two-handed is comparable to pen ray in user preference followed by one-handed. However, the high projected size of the targets suggests that users have to move the device more through the scene. For translation, users preferred pen ray pickup and touch&pen to the touch techniques.

Touch&pen shows that the combination of touchscreen and mid-air pointing device has potential for the interaction. The possibility to select an object mid-air via touch and then place it near the table without having to continuously lift the pen allowed users to rest their arm providing a more ergonomic interaction. This is particularly important since users mentioned fatigue in their arms during the studies.

8 SUMMARY & FUTURE WORK

We present the ARPen, a bimanual input technique for AR modeling combining a standard smartphone and a 3D-printed pen. Studying how users hold the phone while drawing, we found that a landscape orientation leaves an area on the left side of the screen for interaction and shows the least issues. We evaluated the performance of different selection and translation techniques and saw that users preferred a technique which casts a ray through the pen tip. Selecting an object mid-air by holding the pen inside the object showed a high success rate but took significantly longer. For translation, a technique combining touchscreen and pen was rated as the second preference. We encourage further investigation of such combinations.

Further studies on the ARPen could take in account physical surfaces or different depth visualization techniques as well as new rotation and scaling techniques. Finding a consistent set of techniques for example by switching different modes via the touchscreen, is a promising direction.

Adding haptic feedback such as vibrations when contacting virtual objects could improve the pen as well as the option to draw on the touchscreen as in [1].

To simplify 3D model generation via mid-air modeling, future work could also use the ARPen to prototype new geometry generation techniques and see how users create and design objects in different contexts such as at the desk or in the car. Also, different user groups might use this tool in different ways—not just for modeling but for communicating 3D ideas in a brainstorming session.
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