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Figure 1: Tutor In-sight teacher’s dashboard (left) and student’s mixed reality view (right): The dashboard visualises students’ 
eye gaze data, allowing the teacher to understand the class’s attention. The in-situ avatar in the student’s MR view uses 
auto-generated gaze, gestures, and movement to direct the students’ attention directly to the material being presented. 

Abstract 
Remote conferencing systems are increasingly used to supplement 
or even replace in-person teaching. However, prevailing confer-
encing systems restrict the teacher’s representation to a webcam 
live-stream, hamper the teacher’s use of body-language, and result 
in students’ decreased sense of co-presence and participation. While 
Virtual Reality (VR) systems may increase student engagement, the 
teacher may not have the time or expertise to conduct the lecture 
in VR. To address this issue and bridge the requirements between 
students and teachers, we have developed Tutor In-sight, a Mixed 
Reality (MR) avatar augmented into the student’s workspace based 
on four design requirements derived from the existing literature, 
namely: integrated virtual with physical space, improved teacher’s 
co-presence through avatar, direct attention with auto-generated 
body language, and usable workfow for teachers. Two user studies 
were conducted from the perspectives of students and teachers to 
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determine the advantages of Tutor In-sight in comparison to two 
existing conferencing systems, Zoom (video-based) and Mozilla 
Hubs (VR-based). The participants of both studies favoured Tutor 
In-sight. Among others, this main fnding indicates that Tutor In-
sight satisfed the needs of both teachers and students. In addition, 
the participants’ feedback was used to empirically determine the 
four main teacher requirements and the four main student require-
ments in order to improve the future design of MR educational 
tools. 

CCS Concepts 
• Applied computing → Computer-assisted instruction; Dis-
tance learning; • Human-centered computing → Mixed / aug-
mented reality; User studies. 
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1 Introduction 
Worldwide, schools, enterprises, and government agencies utilise 
videoconferencing tools such as Zoom, Google Meet, or Microsoft 
Teams on a daily basis. Videoconferencing system is therefore a ma-
jor tool for many individuals to work, learn, teach, and meet. How-
ever, Riva et al. [60] claim that excessive use of videoconferencing 
system may result in burnout or "Zoom Fatigue." Furthermore, many 
university students, who had experienced videoconference-based 
learning during the pandemic, commented that educational quality 
has declined in comparison to face-to-face learning [1, 7, 22, 27], 
indicating the inability of these conferencing tools to reproduce 
the experience of co-presence between teacher and students. This 
well-recognised issue can be attributed to the lack of sensory cues 
such as gaze and posture [2, 12]. Since body language has been 
found to afect audience engagement and attention [4], decreased 
student engagement can be attributed to a reduced webcam feed 
of the teacher, which may obscure any body language used by the 
teacher (e.g., eye contact, gestures, and movement). 

Virtual environments may alleviate the issue of low social pres-
ence and student engagement by providing teachers with interac-
tive meeting places to engage with their students. In the virtual 
world, a teacher can be represented by a virtual avatar with head 
and hands tracking, providing the opportunity to express a wider 
range of body language and creating a greater sense of teacher’s 
co-presence for students. Web-based virtual world platforms have 
become increasingly popular, with systems like VirBela and Mozilla 
Hubs being used to conduct academic conferences with hundreds 
of attendees (e.g., ISMAR, IEEEVR, iLRN). These platforms also 
include a plethora of social features, such as customised avatars, 
game-like pre-set gestures, and spatial voice chat, which enhance 
the immersive experience for users. Nonetheless, Jensen and Kon-
radsen [34] found that current VR head-mounted displays (HMDs) 
are largely designed for entertainment. They are not intended for 
classroom usage and need a degree of technical expertise that many 
teachers fnd challenging. Moreover, recent surveys by Radianti 
et al. [56] and Yang et al. [75] identifed pedagogical issues, includ-
ing reluctance from schools and teachers, and the infexibility of 
systems with regard to modifying instructional material. Addition-
ally, wearing a VR headset, which is required to achieve immersion 
and co-presence on these platforms, may hinder students’ ability 
to interact with learning materials in the real world, for example, 
their vision may be obstructed while taking notes, rendering these 
platforms problematic for educational settings. In addition, Radianti 
et al. [56] found that students’ VR experiences vary substantially 
with personality variables, which have an impact on how virtual 
reality is perceived and thus on learning results. 

These observations indicate that the existing systems are inefec-
tive at meeting the requirements of both teachers and students. On 
the one hand, a videoconference system is an efective and familiar 
tool for teachers, but it can reduce the teacher’s presence, causing 
students’ motivation to dwindle. On the other hand, although VR 
provides immersion and motivates students, it is challenging for 
teachers to utilise. 

Therefore, we are motivated to fnd a solution that satisfes these 
requirements. For students we propose to use a Mixed Reality (MR) 
HMD to augment a teacher’s presence as a miniature 3D avatar 

(dubbed Tutor In-sight) next to the students’ printout of the ma-
terials in situ, allowing the students to focus on the materials and 
the teacher in their workspace simultaneously (Figure 1 right). The 
Tutor In-sight teacher avatar was designed to use a variety of body 
language, such as eye contact, gestures, and movement, to direct the 
students’ attention to the presented information (e.g., text, images, 
and 3D objects). Our assumption is that the teacher’s miniature 
avatar can enhance the sense of co-presence and the quality of 
interaction between the teacher and students, leading to improved 
student engagement. Furthermore, the actions of the avatar are 
automatically generated from the teacher’s actions in Microsoft 
PowerPoint, ensuring compatibility with the teacher’s presentation 
experience, especially as it allows the use of a familiar tool with 
minimal efort. In addition, students’ eye tracking data is visualised 
in the teacher’s dashboard (Figure 1 left) to help the teacher gain 
insight into the entire class with a regular graphical user interface 
on a 2D screen without the need to wear any HMD. 

To create Tutor In-sight, we identifed four design requirements 
from the relevant literature (Section 2) and then compared the 
initial prototype to a presentation delivered via an existing video-
conferencing tool and VR conferencing tool (Mozilla Hubs) in two 
user studies, one with each user group, to understand how teachers 
use remote presentations and how students follow presentations 
in a remote setting across the diferent tools. Suggestions and ob-
servations from these comparisons were utilised to come up with 
refnements of the design of Tutor In-sight and gather requirements 
for future educational MR presentation systems. 

The main contributions of our research work presented in this 
paper are four-fold: 

• Four design requirements of Tutor In-sight derived from the 
literature review for creating a novel MR presentation system 
that fosters a sense of co-presence, improves engagement, 
and enhances the common ground-establishing process be-
tween a teacher and students during a remote presentation. 

• Design, implementation, and evaluation of the Tutor In-
sight’s MR avatar presentation and body language (gaze, 
gesture, and movement) system, which is created from the 
presentation given by the teacher with a common presen-
tation tool such as PowerPoint. The system can adapt au-
tonomously and in real-time to the content being presented 
to guide students’ attention in-situ. 

• Design, implementation, and evaluation of the Tutor In-
sight’s accompanied teacher dashboard that visualises stu-
dents’ eye gaze data to enable a teacher to gain an overview 
of students’ attention. 

• Four main design requirements derived empirically from the 
teacher’s evaluation feedback and four main design require-
ments from the students’ evaluation feedback to enhance 
the future design of educational MR tools. 

2 Related Work 
In this section we present the literature review from which we have 
derived the four design requirements (R) for the design of Tutor 
In-sight (Section 3). 
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2.1 Integrate Virtual with Physical Learning 
Space (R1) 

Real-time collaboration technologies can be deployed in a face-to-
face, video-based, or audio-only context. For most collaborative 
tasks, face-to-face outperforms audio-only because the visibility 
of shared workspace enables collaborators to point directly to the 
workspace rather than describing the reference [28, 64]. However, 
the beneft of sharing workspace through videoconferencing is less 
clear. For instance, Fussell and Setlock [28] observed that adding a 
video to the remote collaborative task had no substantial beneft 
over audio-only since the video had limited visibility, and collabora-
tors could not infer a target pointed at from their partners’ gestures. 
With the advent of MR head-mounted displays, such as Microsoft 
HoloLens, researchers began using MR to combine remote virtual 
and local physical workspaces via a variety of remote embodiments, 
including sharing a remote user’s arm [3, 30, 65], head [52, 54, 55], 
or body state [36, 48, 51]. 

In a typical remote lecture scenario, a teacher shares her or his 
presentation with students, who concurrently observe the teacher’s 
presentation and perform tasks (e.g., taking notes) in their own 
workspace. Current research shows that videoconferencing may be 
insufcient to support this basic scenario. For instance, demonstrat-
ing on a computer screen could be difcult due to the restricted 
camera angle and the limited capacity to refer to or zoom in on 
physical objects on the workspace. 

To address this problem, Villanueva et al. [69] deployed semi-
automated robots with a screen that moved and augmented stu-
dents’ workspaces to assist circuit construction tasks. The robots 
could be controlled remotely by a teacher to improve the ground-
establishing process. In another example, Thanyadit et al. [67] ex-
amined learning from a demonstration in VR in three diferent 
workspace setups: video (2D), avatar (3D), and transparent avatar 
(3D). The results suggested that participants preferred the transpar-
ent avatar condition over the video one because in the latter indi-
viduals had to divide their attention between their workspace and 
the video, aggravating the cognitive load. These works demonstrate 
the advantages of an integrated workspace that enables students to 
see guided instructions in their own workspace, enabling undivided 
attention. Tutor In-sight follows this design approach by putting 
an avatar of the teacher into the students’ workspace to guide their 
attention. 

2.2 Direct Attention with Body Language (R2) 
Efective presenters demonstrate their abilities not just through 
their words, but also through nonverbal communication such as 
body gestures, eye contact, and even the movement on stage [13, 44]. 
Recent research has utilised body language to estimate the speaker’s 
presenting abilities as well as predict audience engagement and 
attention [4, 24, 58], indicating that body language during a presen-
tation is just as signifcant as the material being delivered. 

Body language consists of fve main components: gesture, facial 
expression, eye gaze, lips, and movement (proxemics) [13, 44]. This 
research focuses on pointing gestures, eye gaze, and movement 
since they are highly related to presentations. Pointing is a basic 
ground-establishing strategy that is often used in a remote guiding 
application [8, 53, 65], enabling the presenter to direct the viewer’s 

attention to the current content of interest. Eye gazing, like point-
ing, is used as an attention signal to help viewers understand the 
presenter’s speech and develop collaborative attention [5, 8, 35, 52]. 
It is also used to monitor the viewer’s attention in order to establish 
mutual gaze, which has been shown to enhance viewer engagement 
[29]. Movement of the presenter is often lost in remote presenta-
tions, and the presenter is often shown as an avatar with a generic 
walking animation, for example, in systems like VirBela. The presen-
ter’s avatar is used because the presenter’s physical surroundings 
may mismatch the presentation space, preventing direct movement 
mapping. Nonetheless, this walking animation assists the viewer 
in directing their attention and allows them to infer the next point 
of attention [67]. The Tutor In-sight avatar incorporates pointing 
gestures, eye gaze, and movement next to the presentation material 
to better guide the viewer’s attention. 

2.3 Improve Co-presence through Avatar (R3) 
Virtual embodiment, or virtual avatar, has been used to represent 
both viewers and presenters in a variety of virtual educational 
applications, including physical education [23, 26, 39], scientifc 
laboratories [50, 67, 71], and safety training systems [20, 40, 43]. A 
theoretical framework of co-presence or social presence was intro-
duced by Short et al. [63]. In a virtual environment, co-presence is 
commonly characterized as sense of being with another [10, 47]. 
The notion of co-presence is applicable to polyadic (multi-party) as 
well as dyadic interaction [9], which, in the context of our work, is 
between a teacher and a student. The related publications provide 
growing evidence that a virtual avatar can enhance co-presence 
by facilitating natural communication with improved social inter-
action, spatial awareness, and collaboration-based learning [16], 
as well as increased engagement [19]. The improved sense of co-
presence provided by a virtual avatar is often associated with its 
capacity to communicate via body language (Section 2.2). 

Another desirable feature of virtual avatars is their adaptability, 
as users may want to customise their avatar appearance by chang-
ing the style (cartoon-like, abstract, or realistic [76]), visible body 
parts (whole body or half-body [18]), and size [53]. Alternatively, 
instead of user-initiated adaptation, a virtual avatar can self-adapt 
to its surroundings or collaborators through a method known as 
"redirection." For example, ObserVAR [68] displays several students 
as virtual avatars, which can be repositioned according to the indi-
vidual student’s gaze to optimise visualisation, thereby reducing the 
teacher’s cognitive load while viewing the whole virtual classroom. 
Kim et al. [38] show how to redirect the gaze of virtual avatars in 
order to boost the remote attendee’s social presence. Mini-me [53] 
represented a remote helper using a pair of virtual avatars, one 
life-size and the other as a miniature representation. The miniature 
helper’s pointing gesture is redirected to the same location as that 
of the life-size helper, facilitating communication between a remote 
VR user and a local MR user. A further study by the same research 
group [54] found that the local user preferred that the remote user 
would be represented by a miniature avatar with visual cue to show 
remote user’s view frustum. 

Tutor In-sight expands on previous work, particularly Mini-me, 
by using a miniature avatar that uses gaze, position, and gesture 
redirection methods to increase the viewer’s engagement and adapt 
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to the viewer’s workplace. One of the important novel aspects 
of Tutor In-sight is that its avatar’s body language (gaze, gesture, 
and movement) is created from interactions of the teacher with 
the presentation slides (e.g., in Microsoft PowerPoint) and adapts 
autonomously to the content being presented, rather than repre-
senting actual human body language by body tracking, which can 
be costly in terms of resources, training, and setup. 

2.4 Enhance Usable Design for Teacher (R4) 
Regarding the use of VR and MR presentations in educational and 
corporate settings, recent surveys [32, 34, 56, 57] have suggested 
that many teachers and educators may lack the technical expertise 
or relevant experience required to produce a VR or MR experience. 
Additionally, prolonged use of VR and MR equipment may create 
discomfort for presenters, discouraging them from adopting MR 
as a presentation tool altogether. Therefore, a desktop alternative 
and compatibility with more established presentation tools such 
as PowerPoint are necessary in order to minimise the barrier of 
entry and improve adoption of MR presentation tools. Recent MR 
presentation and production research studies have started to pri-
oritise this design component. For example, Nebeling et al. [45] 
alleviated these issues by providing pre-set and pre-calibrated con-
fgurations for the teacher, streamlining the live production and 
post-production processes associated with extended reality pro-
duction. In another example, Woodworth et al. [73] integrated eye, 
head, and hand trackers into the presenter’s desktop interface to 
generate avatar movement for a VR meeting application, allowing 
presenters to continue using a familiar desktop interface while 
their avatar presents in VR. Similarly, Tutor In-sight generates an 
avatar’s body language from the mouse and keyboard inputs during 
the presentation, enabling the presenter to utilise established pre-
sentation tools. Furthermore, Tutor In-sight takes into account the 
material being presented in real-time as well as the student’s head 
movement and eye gaze to produce avatar animation, allowing the 
Tutor In-sight avatar to establish eye-contact and remain inside the 
students’ feld of vision to promote co-presence. 

Another barrier preventing teachers from employing VR or MR 
in the classroom is a reduced capacity to monitor students in vir-
tual worlds. Teachers cannot monitor students as efectively as they 
could in the real world because bodily signs such as eye gazing, 
movement, and facial expression are typically portrayed loosely 
or not at all in the virtual environment. Furthermore, the lack of 
physical constraints enables student avatars to appear in an essen-
tially limitless space, which often leads to confusion and a heavy 
cognitive burden for teachers. Recent research has begun to include 
a feature to boost teachers’ awareness of the virtual environment. 
For instance, ObserVAR [68] grouped students’ avatars based on the 
students’ gaze targets to avoid virtual clutter. In another example, 
Broussard et al. [15] incorporated visual interfaces that displayed 
key information about students in the teachers’ feld of vision to 
assist teachers in better monitoring students in a VR classroom. 
Tutor In-sight has a teacher desktop dashboard to show students’ 
eye gaze, enabling the teacher to gain an overview of the students’ 
attentiveness throughout the lesson. 

3 Design and Implementation of Tutor In-Sight 
Tutor In-sight is composed of two subsystems: the teacher’s subsys-
tem and the students’ subsystem (Figure 2). The teacher’s subsystem 
consists of a dashboard that visualises students’ eye gazing data 
and a PowerPoint plugin that transmits slide and mouse movement 
data to the students’ subsystem. We developed the students’ sub-
system with the Unity engine 2020.3.13f1 and deployed it on the 
Microsoft HoloLens 2, which has an optical see-through display, 
spatial mapping, and eye tracking capabilities. 

Tutor In-sight is designed around the premise of a remote real-
time presentation between a teacher using a PowerPoint presen-
tation and a dashboard (Figure 2 left) and students using an MR 
headset (Figure 2 right). The students are expected to obtain a 
copy of the teacher’s slide (either digitally on a tablet or a physical 
printout) prior to the lecture for annotation purposes, which is a 
regular arrangement in multiple lecture-style classrooms. For such 
an MR-based presentation arrangement, we have created our sys-
tem fulflling the four design requirements (R1, R2, R3, and R4) 
(details see Section 2): 

3.1 Teacher’s subsystem (R4) 
For the teacher’s subsystem, we developed a PowerPoint plugin 
that processes slide contents and tracks mouse movements while 
the presentation is active. When the mouse is hovered over any 
media type (text, picture, 3D objects) on the slide, messages are 
generated and broadcast over the network; these messages are then 
received and processed by HoloLens 2 to generate the Tutor In-sight 
avatar’s actions and augmentations based on the content of each 
message. The printout materials are marked with the Vuforia Image 
tag [70] (Vumarks), which encodes the surface size, page number, 
and number of slides per page, enabling presenters to specify the 
physical printout size for their presentation. We used two slides 
per page throughout this research as a good compromise between 
augmentation size and the number of printouts; nevertheless, 1-4 
slides per page are valid alternatives. The teacher merely has to 
prepare the presentation as usual and then place the Vuforia tag 
on each printed slide page as an extra step to utilise Tutor In-sight, 
fulflling R4. 

We created a teacher’s dashboard, inspired by the prior work on 
remote presentation systems [61] and real-time classroom moni-
toring [15, 33, 77], to enable teachers to quickly determine which 
students were paying attention (looking at the slides), and which 
were not, as a metaphor for the way a teacher scans the class when 
lecturing in a traditional classroom. The proposed attention dash-
board should be used during the lecture, to ofer real-time feedback 
to the teacher, and after the lecture, to complement a learning dash-
board, which provides teachers with post-class statistics, like the 
ones presented by Mazza and Dimitrova [42] or Xhakaj et al. [74]. 

Our proposed teacher dashboard visualises eye-gaze data as a 
proxy for students’ attention since previous studies used eye-gaze 
to identify mind wandering [11], distraction [6], and interaction 
strategies [46]. However, since the dashboard presents the informa-
tion in real-time, we have chosen to show the eye location data as 
they are. Figure 3 depicts the dashboard user interface in default 
mode and Figure 4 shows an example of changes when the teacher 
clicks on an individual student. The students’ gaze panel (Figure 3a) 
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Figure 2: An overview of the Tutor In-sight system: the left-hand side red-dashed-line box shows the teacher’s subsystem on a 
desktop PC, and the right-hand side blue-dashed-line box shows the students’ subsystem on the Microsoft HoloLens 2. 

displays where the students’ eyes are concentrated on the presen-
tation in real time, with each student represented by their profle 
picture (anonymous icons are used instead of students’ pictures in 
the example). The overview panel (Figure 3c) displays the currently 
connected students’ profle pictures, with the border of each stu-
dent’s profle picture being colour-coded [41] to refect the current 
status of the student. The colour green indicates that the student is 
looking at the slide or the virtual avatar of the teacher. The blue 
colour indicates that the student wants to ask a question or has sent 
an inquiry through the Q & A panel (Figure 4c and Figure 5j). If the 
students have sent a question, a blue number appears next to the 
student’s profle picture to indicate the number of inquiries (Fig-
ure 4a, lower right corner). The red border shows that the student’s 
attention is elsewhere and that he or she may be distracted, whereas 
the intensity of the colour indicates how long the student has been 
distracted. The status graph [77] in the bottom left (Figure 3b) dis-
plays the number of students in each status in real time, allowing 
the teacher to better grasp the classroom dynamics. In addition to 
this graph, the sorting panel (Figure 3e) groups students according 
to their status, allowing the teacher to see who is distracted or 
requiring the teacher’s attention at a glance. To assist the teacher 
in managing the students’ attention, the warning panel (Figure 3d) 
may be used to create automated warning messages. An automated 
notifcation is then issued to students who are distracted for longer 
than the set time threshold. The teacher may prepare three difer-
ent levels of warning based on how many times the students are 
distracted in one session. The current warning level is shown in 
red next to the student’s profle picture to call for the teacher’s 
attention (Figure 4a, lower left corner). When the teacher clicks on 
an individual student’s picture, the Q & A panel (Figure 4c) appears, 
enabling the teacher to read the student’s queries and write back to 
them; the student will see the teacher’s private response as shown 
in Figure 5e. For other students, the teacher’s avatar will be in an 
idle posture (Figure 5a), lip-syncing with the teacher and maintain-
ing eye contact with students who gaze at the avatar. Furthermore, 

the individual student’s status history graph (Figure 4b) is shown in 
place of the students’ status graph (Figure 3b) to assist the teacher 
in understanding the selected student’s attention during the whole 
lecture. 

3.2 Augmenting the Students’ Workspace (R1) 
To meet R1, Tutor In-sight must frst fnd the student’s workspace 
and discover what the student has available in their workspace. To 
fnd the student’s workspace, the cameras on HoloLens 2 are used 
to detect the Vuforia tag on the printed slide in order to generate 
the augmentation surface for all other augmentations to be put on 
(depicted as the white frame in Figure 5a). If the slide in front of 
the student corresponds to the slide currently presented, the mouse 
coordinates from PowerPoint are transformed into the physical 
slide coordinates that the Tutor In-sight avatar will be pointing to. 
If the teacher is pointing to the text, an augmentation underlining 
the text appears (Figure 5b). When the teacher points to an image in 
the slide, a frame is created around the image on the physical slide 
to draw the student’s attention to it (Figure 5f). If the teacher does 
not point to anything on the slide, the Tutor In-sight avatar will 
face the student. The avatar is lip-synced with the teacher to create 
a realistic representation of the presenting teacher. To make better 
use of the MR environment, the teacher may add 3D objects to the 
presentation and provide a link to each 3D item in the alternative 
text option. Tutor In-sight will then use this link to display the 3D 
objects at runtime when the teacher points to the 3D object on the 
slide (Figure 5g). The student may move, rotate, or scale the 3D 
object to get a better look. 

According to cognitive theories [37], the amount of attention 
paid to an event is a good predictor of whether or not it will be 
recalled consciously later; hence, Tutor In-sight is designed to en-
courage the student to concentrate as much as possible on the avatar 
and the presentation material. If students look elsewhere for a pe-
riod of time that exceeds a threshold set in the teacher dashboard, 
a notifcation (Figure 5h) is displayed in front of them to remind 
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Figure 3: (a) The students’ gaze panel shows students’ eye gaze position in real-time (b) The students’ status graph displays the 
dynamic of the class (i.e., aggregated data of all students) over time (c) The overview panel displays the currently connected 
students’ profle pictures, colour-coded based on their status (d) The warning panel allows the teacher to confgure automatic 
warning messages (e) The sorting panel groups students according to their status. 

Figure 4: Specifc student data example: (a) When a teacher selects a student, the warning panel and status graph change to 
show the selected student’s information (b) The panel shows the history of student’s status during the entire lecture (c) The Q 
& A panel allows the teacher to respond to the student’s questions. 

the students and lead their attention back to the current teaching 
topic. Additionally, an automated warning message is shown as a 
speech bubble on the teacher’s avatar with the student’s name on 
it so that students feel that the warning is for them (Figure 5e). An 
automated warning message is required to draw students’ attention 
back to the materials in 3D spaces so that the key information that 
the teacher is highlighting is not missed. It also aims to reduce 
the need for the teacher to provide a verbal warning to catch the 
students’ attention. 

Furthermore, if the slide is not available in front of the student, 
Tutor In-sight displays a warning in the form of a textbox and 
suggests that the student turn the pages. To increase the fexibility 
in how the students follow the presentation (e.g., allowing them to 
look back to already presented slides), we add a “blackboard”-like 

text augmentation to show the information of the presenting slide 
when the student’s physical slide does not match the teacher’s slide, 
as seen in Figure 5i. The Tutor In-sight avatar also points to these 
text augmentations based on the mouse locations in the PowerPoint 
slide. This text augmentation should keep the students informed 
when perusing other slides or searching for the current slide. 

3.3 Creating The Avatar and Body Language 
(R2, R3) 

We created a full-body avatar for Tutor In-sight using an open-
online avatar building platform, Ready Player Me [59], which al-
lows teachers to quickly create and personalise their avatar for their 
presentation. The full-body avatar is generated at run-time using 
Ready Player Me’s link, which is then scaled down to one-tenth of 



Tutor In-sight CHI ’23, April 23–28, 2023, Hamburg, Germany 

Figure 5: (a) Tutor In-sight’s avatar in an idle posture when not presenting; (b) the avatar points to the information currently 
presented during the presentation; (c) the avatar walks to the next slide; (d) the avatar reminds the student to focus on the 
slide via textbox; (e) the avatar warns the students according to the teacher’s setting or replies to a student’s question; (f) the 
avatar points to the same image the teacher is currently pointing their mouse pointer at; (g) the avatar points to the 3D globe at 
the same mouse position as on the 3D globe in PowerPoint; (h) a large textbox points back to the slide when the student is 
distracted from the presentation; (i) temporary “blackboard” augmentation for viewing current presentation content when a 
physical slide is not available in the student’s workspace e.g., because they read ahead; (j) Q & A panel for the students to ask 
questions or raise hand. 

Table 1: Left: Mean gaze lengths of avatar on the gaze target in each phase. Right: Probabilities of avatar gazing toward each 
target in each phase. Data derived from the study by Andrist et al. [5]. 

Gaze Fixation Length (seconds) Gaze Shift Probabilities 

phase 
pointing 
position 

student’s 
head 

student’s 
gaze location 

pointing 1.1 0.6 0.5 
idle 1.2 1.7 0.6 

phase 
to pointing 

position 
to student’s 

head 
to student’s 

gaze location 
pointing 0.48 0.11 0.41 

idle 0.49 0.15 0.36 

its original size to ft inside the students’ feld of vision (R3). Fur-
thermore, the Ready Player Me avatar supports sound processing, 
allowing lip-sync with the teacher’s voice to be conducted. 

To meet R2, the Tutor In-sight avatar guides students using 
three forms of body language: pointing gesture, mutual gaze, and 
movement. Pointing is a basic ground-establishing gesture that 
is commonly employed in collaborative applications [52, 53, 65]. 
PowerPoint’s mouse coordinates are transformed into the physical 
slide’s pointing target. Inverse kinematics is then applied to the 
Tutor In-sight avatar’s shoulder, elbow, forearm, and upper torso 
to make its fnger point to the same pointing target as on the 
PowerPoint slide. Additionally, a yellow line is added between the 
avatar’s fnger and the pointing target for improved visibility. The 
Tutor In-sight avatar points to the slide when the teacher moves 
the mouse in PowerPoint until the teacher stops moving the mouse, 
then it returns to its idle position. 

We utilised the eye tracker on HoloLens 2 to enable Tutor In-sight 
and the students to coordinate their gaze. In a visual environment, 
gaze is especially important for social presence [5, 38, 52]. During 
the presentation, we identifed three probable avatar gaze targets: 
pointing position, student’s head, and student’s gaze location. In-
spired by the work of Andrist et al. [5], a stochastic fnite-state 
machine is used to determine the avatar’s gaze target and duration. 
Additionally, the state machine is divided into two phases in accor-
dance with the teacher’s actions (pointing and idle). Gaze shifting 
and gaze duration are decided in each phase by the probability as-
sociated with each target, as indicated in Table 1 (selected from [5] 
human-human gaze data). After completing one gaze fxation, the 
next gaze target is chosen using a weighted random sampling. As 
with [5], heuristics are used to override the state machine when the 
student changes gaze target in order to better react to the student’s 
gaze during the pointing phase. The heuristics are as follows: 
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(1) When the student gazes toward the pointing position, the 
avatar also gazes toward the pointing position. 

(2) When the student gazes toward another object while the 
avatar is pointing, the avatar gazes toward the pointing posi-
tion. If the student looks at other objects for more than two 
seconds (based on the average gaze fxation length [5]) with-
out looking at the presentation while the avatar is pointing, 
the avatar gazes toward the student and a warning is shown 
to guide the student’s attention back to the presentation. 

(3) When the student gazes toward the avatar, the avatar gazes 
back toward the student. If the student’s gaze fxates on the 
avatar for more than three seconds while the avatar is in the 
pointing phase, a small textbox (Figure 5d) is shown, asking 
the student to look at the pointing location. 

In addition, the Tutor In-sight’s avatar should reposition itself 
to remain inside the student’s feld of vision in order to ensure 
visibility and promote social presence. If the slide is detected in 
the student’s workspace, the avatar will relocate to the top right-
hand corner of the slide (Figure 5c) and will remain there until the 
teacher changes slides. In a pilot study, we discovered that the Tutor 
In-sight avatar should only move when the teacher changes a slide; 
otherwise, the movement becomes a distraction. On the other hand, 
if the slide is not detected, the Tutor In-sight avatar will utilise the 
blackboard feature (described in Section 3.2), and the avatar will 
reposition itself such that it is in-between the student’s head and 
the blackboard, ensuring that the student can see both the pointing 
target on the blackboard and the avatar simultaneously. 

4 User Study 
To better understand the perspectives of teachers and students 
in using remote presentation tools across diferent setups from 
commercially available tools (videoconference and VR) to our pro-
posed Tutor In-sight system, we conducted two user studies, one 
for teachers and one for students. 

The research goals of the teacher user study were to: 
• verify previously recognized impediments for adopting VR 
technology in remote presentations 

• investigate if Tutor In-sight could mitigate these issues 
• understand how teachers monitor students in diferent ex-
isting presentation tools 

• determine if the Tutor In-sight’s dashboard enhances this 
capability 

The research goals of the student user study were to: 
• better understand the infuence of the teacher’s representa-
tion on student engagement. 

• compare our proposed Tutor In-sight avatar (with auto-
generated body language) to two existing presentation tools 
in terms of usability, co-presence, and engagement. 

In each of the studies, we performed a within-subjects study 
comparing the Tutor In-sight condition (TI) to the videoconference 
condition (VC) and the Mozilla Hubs VR condition (MH). 

4.1 Teacher’s perspective study 

4.1.1 Setups of three conditions 
To be able to collect feedback from teachers on AR and VR pre-
senting techniques that they may not be familiar with, our study 

was split into two phases: introduction and presentation. During 
the introduction phase, participants were given training on the 
fundamental capabilities of the presentation tools until they were 
able to do a basic presentation in each of the tools. To equip partic-
ipants with an overview of the whole system, a brief explanation 
and a video introduction of the students’ perspectives was also 
presented. Following a brief break, participants were instructed to 
make a mock presentation using a slide of their choice from the 
given PowerPoint fle, each slide containing roughly 100 words. 
During the mock presentation, participants were told to keep an 
eye on the students’ attention and to engage with them as if they 
were in a real remote classroom situation. In each of the remote pre-
sentation tools, we mimicked the presence of the students to make 
the environment as realistic as possible. We employed the recording 
feature of each presentation tool to ensure that the students would 
behave the same across participants. 

For the VC condition, we imitated students’ webcam streams 
by editing and combining volunteers’ video feeds captured during 
a local university lecture or videoconference. The resulting video 
stream was shown next to the slide to resemble videoconferencing 
software when the share screen feature is used during a presentation 
(Figure 6a). For the TI condition, we captured the eye gaze data 
of the students and played it back to the participants throughout 
the presentation phase (Figure 3). During the presentation phase, 
an actor portraying a student connected in real-time to the Tutor 
In-sight system in order to replicate more accurately the behaviour 
of actual students attending the session. The actor was instructed 
to concentrate on the slide the teacher participant was talking 
about to behave as an attentive student. At the same time, the 
teacher participant also viewed pre-recorded random eye-gaze, 
representing inattentive students. Since the recording capability is 
unavailable in the MH condition, avatars with simple eye animation 
were deployed in the Mozilla Hubs room to mimic the students’ 
presence (Figure 6b). Similar to the TI condition, an actor was 
connected in real-time to the Mozilla Hubs in order to simulate 
a student for the participants to observe live. We simulated 30 
students in each condition to represent the average student number 
in a real school classroom [25, 66]. 

4.1.2 Procedures and participants 
Six teacher volunteers were invited to participate in an in-person 
study at a local university (local participants). Seven additional 
teacher volunteers were invited to participate from remote locations 
(remote participants). The demographic data of the two groups are 
summarised in Table 2. All participants were university lecturers 
who had either never used AR or VR technology or considered 
themselves novices. However, all of the participants ranked their 
videoconference presentation skills as average or higher. 

Their participation was voluntary without involving any reward 
or compensation. The main diference between the local partici-
pants and remote participants was that the local participants were 
asked to perform a mock presentation in VR (using Meta Quest 2) 
during the presentation phase of the MH condition, while remote 
participants used the web interfaces of Mozilla Hubs to perform 
the presentation in the MH condition instead due to the limited 
availability of VR-HMD. 
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Figure 6: (a) A simulated video conference presentation for the teacher’s perspective (b) a simulated environment for VR 
presentation in the Mozilla Hubs. 

Table 2: Demographic data of teacher participants (Note: [fre-
quency] : [attribute]) 

Local (n=6) Remote (n=7) 

Gender 4: female, 2: male 3: female, 4: male 
Age 5: 31-40 yrs, 1: 41- 5: 41-50 yrs, 1: 31-40 yrs, 1: 

50 yrs 50-60 yrs 
Teaching 5: STEM, 1: Social 6: STEM, 1: Social Sciences 
Subject Sciences 
Teaching 1: Pre-service 4: <5 1: Pre-service, 1: <5 years, 1: 
Experi- years 1: >10 years 5-10 years, 4: >10 years 
ence 

This research project was conducted in the context of the EU 
project ARETE. Participants were asked to sign a consent form and 
completed a demographic questionnaire upon arriving at the site 
of the evaluation or upon joining remotely. To avoid learning bias, 
the participants used the presentation tools (VC, TI, and MH) in a 
random order. Due to their familiarity with the VC condition, each 
participant spent less than fve minutes listening to the introduction 
and giving a mock presentation. In the TI condition, participants 
spent around seven minutes on the introduction, including time to 
ask questions, but less than three minutes on the mock presentation, 
since they were accustomed with the 2D UIs and PowerPoint. In the 
MH condition, participants likewise spent roughly seven minutes 
on the introduction and questions; however, they spent about ten 
minutes on the mock presentation part, depending on how much 
difculty they had navigating the 3D UIs. Following each presen-
tation, participants completed a post-experiment questionnaire to 
collect subjective data. After participants performed presentations 
in all three conditions, we conducted a semi-structured interview 
with each participant to gather feedback using questions such as 
"What do you like most/least?" and "Which issue would you like 
to see improved the most?" The entire evaluation took roughly 
50 minutes to complete. In the post-experiment questionnaire, we 
collected the subjective assessments shown in Table 3. 

4.1.3 Hypotheses 
Previous studies [34, 56] indicate that participants will have dif-
fculty presenting in the VR (MH) condition. In contrast, even if 

participants have never used Tutor In-sight before, we assumed 
they would be able to utilize it easily since it was designed to inte-
grate with PowerPoint (H1). In addition, Tutor In-sight’s dashboard 
was assumed to be able to enhance the monitoring ability of the 
participants (H2). Additionally, since participants in the MH condi-
tion can see the avatars of the students, they would have a stronger 
sense of student’s presence in the MH condition (H3). Based on 
these assumptions and our design requirements, we hypothesized 
the following for the teacher evaluation for both local and remote 
groups: 
H1 : There are signifcant diferences among the three conditions 

in (a) task difculty rating, (b) mental efort rating, (c) SUS 
score, (d) acceptable setup time consideration, favouring the 
VC and TI over MH condition. 

H2 : There are signifcant diferences among the three conditions 
in monitoring ability, favouring the TI condition. 

H3 : There are signifcant diferences among the three conditions 
in (a) perception of co-presence, (b) attention allocation, 
and (c) perceived message understanding, favouring the MH 
condition. 

4.1.4 Results 
We separated the data analysis between the local participants and 
remote participants due to the diferences in user study procedure 
(Section 4.1.2). Align-and-rank ANOVA (� = 0.05) [72] was used 
for non-parametric analysis, given that the data are not normally 
distributed, as shown by the results of Shapiro-Wilk test (� < 0.05). 
Bonferroni correction was used for post-hoc pairwise comparisons. 
Table 4 shows the descriptive statistics of the variables. We cat-
egorized each variable as system usability, cognitive efects, or 
experiential responses. 

System Usability 
Task difculty: There were no signifcant diferences in either 
local (�2,10 = 1.50, � = 0.269, ��2 = 0.231) or remote participants 
(�2,12 = 2.092, � = 0.166, ��2 = 0.258). 
Subjective Mental efort: There were no signifcant diferences in 
either local (�2,10 = 3.003, � = 0.095, ��2 = 0.375) or remote partici-
pants (�2,12 = 3.618, � = 0.059, ��2 = 0.376). 
System Usability Score (SUS): The local SUS score showed that VC 
was rated the best in terms of system usability, followed by TI 
and MH. There was a signifcant diference (�2,10 = 9.488, � < 



CHI ’23, April 23–28, 2023, Hamburg, Germany S. Thanyadit et al. 

Table 3: Subjective rating descriptions in our post experiment questionnaire. 

# Variable Statements Source 
1 Task difculty Overall, this task was Sauro and 

Dumas (2009) 
[62] 

2 Enjoyment I enjoyed the experience Homegrown 3 Focus I was able to focus on the task activities 
4 Mental efort Please rate your mental efort in this task according to the scale provided Zijlstra and 

Van Doorn 
(1985) [78] 

5 

System Usability Scale 

I think that I would like to use this system frequently. 

Brooke 
(2013) [14] 

6 I found the system unnecessarily complex. 
7 I thought the system was easy to use. 
8 I think that I would need the support of a technical person to be able to use this system. 
9 I found the various functions in this system were well integrated. 
10 I thought there was too much inconsistency in this system. 
11 I would imagine that most people would learn to use this system very quickly. 
12 I found the system very cumbersome to use. 
13 I felt very confdent using the system. 
14 I needed to learn a lot of things before I could get going with this system. 
15 

Co-presence 
I noticed my students. 

Harms 
and 
Biocca 
(2004) 
[31] 

16 My students’ presence was obvious to me. 
17 My students caught my attention. 
18 

Attention allocation 

I was easily distracted from my students when other things were going on. 
19 I remained focus on my students throughout our interaction. 
20 My students did not receive my full attention. 
21 I understood where my students’ focus was on 
22 Perceived message 

understanding 

My students’ thoughts were clear to me 
23 It was easy to understand my students 
24 Understanding my students was difcult 
25 Monitoring ability How do you rate this remote presentation system’s ability to support you to monitor your 

students’ attention? (Teacher study only) Homegrown 26 Setup time requirement How do you rate acceptability of the time required to set up this remote presentation system? 
(Teacher study only) 

27 Note taking ability How do you rate this presentation system’s ability to support you in annotating slides or taking 
notes? (Student study only) 

28 Preference Please order the remote presenting systems according to your preferences 

0.005, ��2 = 0.655). However, post-hoc analysis did not show any 
pair-wise diference. There were no signifcant diferences for re-
mote participants (�2,12 = 3.084, � = 0.083, ��2 = 0.340). 
Setup Time Requirement: The local participants rated the setup time 
requirement for VC and TI as more acceptable than MH. There were 
signifcant diferences (�2,10 = 5.677, � < 0.05, ��2 = 0.532) in this 
variable between VC-MH (� < 0.05). The remote participants rated 
the setup time for TI as more acceptable than VC followed by MH. 
There was a signifcant diference (�2,12 = 5.213, � < 0.05, ��2 = 
0.465) between TI and MH (� < 0.05). 

Cognitive Efects 
Focus: There were no signifcant diferences in either local (�2,10 = 
1.872, � = 0.204, ��2 = 0.272) or remote participants (�2,12 = 
0.377, � = 0.694, ��2 = 0.059). 
Attention Allocation: There were no signifcant diferences in either 
local (�2,10 = 0.930, � = 0.426, ��2 = 0.156) or remote participants 
(�2,12 = 3.613, � = 0.059, ��2 = 0.376). 
Perceived Message Understanding: There were no signifcant difer-
ences for local participants (�2,10 = 1.305, � = 0.314, ��2 = 0.207). 

The remote participants understood the students better in TI fol-
lowed by MH and VC condition. There was a signifcant diference 
(�2,12 = 4.383, � < 0.05, ��2 = 0.422) between TI and VC (� < 0.05). 
Monitoring Ability: There were no signifcant diferences for local 
participants (�2,10 = 2.031, � = 0.1818, ��2 = 0.289). The remote 
participants rated this ability higher for TI followed by MH and VC. 
There was a signifcant diference (�2,12 = 5.213, � < 0.05, ��2 = 
0.442) between TI and MH (� < 0.05). 

Experiential Responses 
Co-presence: There were no signifcant diferences for local par-
ticipants (�2,10 = 0.696, � = 0.5211, ��2 = 0.122). On the other 
hand, the remote participants felt the strongest students’ presence 
in TI followed by MH and VC. There were signifcant diferences 
(�2,12 = 11.339, � = 0.002, ��2 = 0.654) between TI-MH (� < 0.05) 
and TI-VC (� < 0.05). 
Enjoyment: There were no signifcant diferences in either local 
(�2,10 = 1.017, � = 0.396, ��2 = 0.169) or remote participants 
(�2,12 = 1.233, � = 0.326, ��2 = 0.170). 
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Table 4: Teachers’ questionnaire results for each condition (L = local participants, R = remote participants). 

# Variable Location 
Videoconferencing Tutor In-sight Mozilla Hubs pM SD M SD M SD 
System Usability 

1 
Task difculty 
(1: very difcult – 5: very easy) 

L 4.00 0.76 3.50 0.96 2.83 0.90 0.269 
R 3.29 1.11 3.86 0.99 2.86 0.99 0.166 

2 
Mental efort (0: not at all hard to do – 
150: ‘tremendously hard to do’) 

L 18.33 18.07 47.50 34.37 58.33 31.71 0.095 
R 43.57 31.70 31.86 29.72 54.29 30.87 0.059 

3 
System Usability Scale 
(out of 100) 

L 75.42 12.73 64.17 21.10 45.83 18.63 *0.005 
R 56.79 13.92 65.36 10.21 49.64 9.77 0.083 

4 
Setup time requirement 
(1: very low–5: very high) 

L 4.00 0.93 4.00 0.58 2.50 0.96 *0.022 
R 3.43 0.70 4.00 0.00 3.00 0.93 *0.024 

Cognitive Efects 

5 
Focus 
(1: strongly disagree – 5: strongly agree) 

L 4.50 0.73 3.50 1.26 3.33 1.11 0.204 
R 3.14 1.45 3.86 0.83 3.43 1.29 0.694 

6 
Attention allocation 
(1: strongly disagree – 7: strongly agree) 

L 3.92 0.83 3.88 1.49 2.96 1.11 0.426 
R 3.54 1.05 4.82 0.32 3.79 1.15 0.059 

7 
Perceived message understanding 
(1: strongly disagree – 7: strongly agree) 

L 3.92 0.83 3.88 1.49 2.96 1.11 0.314 
R 2.81 0.98 5.19 1.30 3.48 1.74 *0.037 

8 
Monitoring ability 
(1: very low–5: very high) 

L 3.33 1.12 4.17 1.07 2.83 1.21 0.182 
R 2.43 1.00 4.00 0.76 3.00 1.20 *0.030 

Experiential Responses 

9 
Co-presence 
(1: strongly disagree – 7: strongly agree) 

L 5.33 1.41 4.67 1.80 4.44 1.63 0.521 
R 2.95 0.95 5.95 0.28 4.14 1.65 *0.002 

10 
Enjoyment 
(1: strongly disagree – 5: strongly agree) 

L 4.00 0.53 3.67 0.75 3.83 1.34 0.396 
R 3.57 1.22 4.29 1.16 3.43 1.29 0.325 

11 Preferences (1: best – 3: worst) L 
R 

Preferences: Local participants selected the TI condition as the best, 
giving it three frst-place votes, two second-place votes, and just one 
third-place vote. Local participants placed the VC condition second 
with two frst-place votes, two second-place votes, and two third-
place votes. The MH condition was rated last, with just one vote 
for frst-place, two votes for second-place, and three votes for third-
place. The majority of remote participants likewise preferred the 
TI condition with fve frst-place votes, one second-place vote, and 
one third-place vote. The VC condition followed the TI condition 
with two votes for frst-place, three votes for second-place, and two 
votes for third-place. The MH condition was placed last by remote 
participants, with just one frst-place vote, three second-place votes, 
and three third-place votes. Note that one remote participant ranked 
the VC and TI as tied for the frst-place. 

4.1.5 Discussion 

System Usability 
In terms of usability, we found a diference in SUS and Mental 
Efort ratings between the local and remote participants for the 
VC condition, even though the study procedure was the same for 
both groups. The semi-structured interviews suggested that par-
ticipants considered their real-life experience of teaching using 
VC, which resulted in a variety of responses. Nevertheless, we saw 
a comparable response between the two groups for the TI and 
MH conditions since all participants had no previous experience 
conducting lectures in AR and VR. 

The questionnaire responses partly support H1 since participants 
rated the MH condition as the lowest in terms of SUS score (c, local) 
and acceptable setup time (d, both). Moreover, local participants 
who were required to present via VR-HMD appeared to rate the 
usability score lower than remote participants, as fve local partici-
pants noted that the user interfaces within the VR-HMD required 
adjustment time and that they felt as though they needed to learn 
an additional programme. “I feel like I have to adjust to the new 
environment after wearing the HMD” – LP2. “I cannot use it in my 
ofce since I feel like I will crash into things” – LP3. Despite having a 
lower usability score than the other conditions, eight participants 
said that they enjoyed using MH due to the immersion in the VR 
and believed that, with practice, they would become profcient with 
the system. “I feel like I am in the real classroom” – LP1. “I like that 
the class feels very interactive” – LP5. However, six participants be-
lieved that the benefts of MH did not outweigh the efort for daily 
teaching practice. As one participant stated, "I might use this (MH) 
when I have to teach a special class about something that requires 3D 
models, but when I am giving a regular lecture, I probably prefer other 
conditions more, as this (MH) requires a lot of time to setup." – RP7. 
Another participant stated, “I can see it being used in some settings, 
but I don’t think it will have regular use for university students; it 
could be used to engage younger students.” - LP4. This might explain 
why the majority (11) of participants ranked MH as either second 
or third when it came to preference. Participant feedback indicated 
that teachers did not rate teaching tools based purely on usability, 
but also examined trade-ofs between efciency (time for technical 
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setup) and student learning experience. However, the existing VR 
presentation system’s disadvantages do not yet exceed its benefts 
in a classroom setting, which is consistent with the fndings of 
Jensen and Konradsen [34] and Radianti et al. [56] 

There was no signifcant diference between the VC and TI condi-
tions in terms of task difculty, mental efort, SUS score, and setup 
time, showing that the participants understood the Tutor In-sight’s 
dashboard and its functionality as much as the videoconference 
system. In addition, during the semi-structured interviews, nine 
participants gave positive responses to the TI condition, stating 
that the user interfaces were "simple to use", and eye tracking data 
was useful for monitoring students. “I think in real class, if I saw 
students’ icons follow my pointing, even 50 percent of the class, I 
would get feedback that the students were still paying attention” -
RP1. They also thought that the functionality of colour-coding stu-
dents’ profle pictures and sorting their attention states into groups 
would be helpful for understanding the class status. “I feel like it’s 
easy to detect distracted students using this (UI)” – LP2. Five partic-
ipants praised the automated warning message, stating that "It is 
a useful tool that helps manage students and reduces my burden" – 
RP4. In fact, when we explained to the participants about setup 
requirements and advanced features (3D objects) of the TI condi-
tion, none of the participants considered that it would lead to a 
signifcant increase in their workload. “I think I will manage since it 
is PowerPoint, and the workfow is similar to the current workfow" – 
LP4. Participants’ positive responses supported the premise of H1, 
as they believed they could easily incorporate Tutor In-sight into 
their current presentation process without a negative impact on 
the setup time. 

As suggested by the participants’ feedback, they preferred the TI 
condition over the VC and MH conditions due to its ease of use and 
additional benefts such as being able to easily identify students 
needing help due to the colour-coding and grouping of students’ 
profle pictures. However, seven participants were concerned about 
the eye-tracking data, arguing that the students’ eye movements 
were too fast to observe and might cause distractions. “I preferred 
to look at presentation on the dashboard, so I can see the students at 
the same time, so it would be nice if the icons are (semi)transparent” – 
LP4. “The icons are a bit too fast; I think it’s better to slow them down 
or provide a summary instead.” – RP2. Nevertheless, two participants 
mentioned that if they were acquainted with the materials, they 
would be able to pay more attention to the students since they 
would not need to read from the slides. “If it is a lecture that I done 
before, I probably focus more on the students like I do in the real 
classroom” – RP5. Four participants were concerned about the Tutor 
In-sight’s scalability, with one commenting that "I am teaching a 
big module (classroom) of around 100 pupils, and I believe that the 
display picture of students may be too tiny in that scenario." – RP6. A 
common suggestion for improving Tutor In-sight is to consolidate 
eye tracking data to decrease the dashboard movement and prevent 
distraction. We address these concerns in the redesign suggestion 
of the Tutor In-sight’s dashboard described in Section 4.1.6. 

Monitoring Ability and Student’s Presence 
In comparison to the other conditions, the TI condition was rated 
favourably in terms of co-presence, perceived message understand-
ing, and ability to monitor students’ attention. These questionnaire 

responses provided evidence to H2. This fnding was further sup-
ported by the semi-structured interviews, which revealed that the 
majority of participants believed that eye-tracking data was a prac-
tical solution for monitoring students’ attentiveness. In addition, 
they explained the weaknesses of VC and MH. In a practical remote 
classroom, ten participants pointed out that students seldom use 
cameras, making it impossible to monitor their focus. One partic-
ipant noted, "We cannot ask the students to open the camera since 
some students may not have a private room and opening the camera 
might violate their family’s privacy."–RP1. Furthermore, six partici-
pants pointed out that even when the students turn on the camera, 
the teachers are unsure of what the students are viewing since they 
may be multitasking while gazing at the screen [17]. "Even though 
the students turn on the camera, it is very hard to understand what 
they are watching. I feel like I speak alone most of the time; even when 
I ask questions, I am often met with silence.” – RP3. Therefore, the 
participants ranked the VC condition lower than TI, despite their 
familiarity with the VC condition. 

While we anticipated that the immersion in MH would increase 
the perceived students’ co-presence for the participants, particularly 
for the local ones who wore a VR-HMD throughout the presenta-
tion phase, the perception of three local participants refuted our 
assumption as they noted that the students’ avatars lacked facial 
expressions and the avatars alone did not add to the sense of be-
ing with other humans. “I felt like I talked to cartoon characters” 
– LP2. The participant comments and lack of signifcant results 
in the questionnaire responses in terms of co-presence, attention 
allocation, and perceived message understanding led us to reject 
H3. This fnding indicated that immersion alone did not necessarily 
increase social presence for the teachers. 

Teachers also noted that they could only interpret students’ gaze 
based on the head movement of the avatar in the MH condition, 
which required more mental efort than the Tutor In-sight’s direct 
eye gaze visualisation. “While I liked the VR immersion, I feel like I 
need to interpret the avatar head to understand the students’ focus, 
compared to the TI condition where I can directly see where the stu-
dents are looking.” – LP6. Three remote participants also identifed 
the same faw in the MH condition as in the VC condition: "students 
might just login to the VR and do another job.” – RP4. Due to these 
factors, the majority of participants favoured the TI condition over 
the others for monitoring students, with some stating, "At least we 
know that the students are paying attention to what we are saying." – 
RP1. 

When questioned about the privacy concern with eye tracking, 
all participants who preferred the TI condition believed that eye 
tracking was a fair compromise between forcing students to turn 
on the webcam and the current situation that teachers cannot mon-
itor students’ attention. Six participants from this group, however, 
believed that individuals’ eye tracking data might be too detailed 
and cause concern for students. Hence, they proposed that the eye 
tracking data should be analysed and reported as a summary report 
to provide an overview and notify teachers only about students 
who may have problems. “I feel like the moving graph is a bit dis-
tracting, I think it’s better to compile and show it after class; during 
the class, it is probably better to just show me students that need my 
attention” – RP3. These redesign suggestions are discussed further 
in the following section. 
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Figure 7: Dashboard redesign based on teachers’ suggestions: (a) a heat-map to visualise students’ eye gaze data; (b) a stacked bar 
graph to provide an overview of the class status; (c) a sorting panel that shows students that are distracted or having questions; 
(d) when selecting a student, two stacked bar graphs are displayed to show the selected student’s average status compared to 
the class average. 

4.1.6 Dashboard Redesign 
Teacher participants had two concerns with the dashboard of Tu-
tor In-sight. First, the data from students’ eye tracking was too 
fast-paced and too many data points were visualised, which may 
create distractions during the presentation. Second, the eye tracking 
data was overly specifc, which may lead to students feeling singled 
out or concerned about their privacy. Furthermore, participants 
preferred to get an average of data throughout the whole lecture 
session rather than focussing on minute details. Consequently, we 
updated the dashboard design. We addressed the frst concern by us-
ing a heat-map overlay on the slide to summarise students’ eye gaze 
instead of showing every student’s eye gaze data (Figure 7a). This 
heat-map visualisation should help smoothen out the eye tracking 
data movements and reduce distractions. As all teacher participants 
used the dashboard slide to track both the slide and the students’ sta-
tus (similar to the presenter view feature in PowerPoint), we added 
a slider to control the heat-map visualisation transparency, which 
enables teachers to prioritize their attention on the fy between 
the slide content and the students’ eye-gaze data. Furthermore, the 
status graph in the bottom left was replaced by the stacked-bar 
graph (Figure 7b) that shows the current classroom status in per-
centages, providing an overview of the class and addressing the 
second concern. We also removed the ‘Focus’ group from the sort-
ing panel (Figure 7c) to create additional space for the “Distract” 

and “Raise Hand” groups, as participants pointed out that they 
prefer to only see the students that require immediate attention. 
In addition, when selecting a student, two stacked bar graphs are 
displayed to show the selected student’s average status compared 
to the class average (Figure 7d). As suggested by the participants, 
another important feature is the post-class statistics, which should 
be visualised using a separate post-class dashboard as described 
in Mazza and Dimitrova [42] or Xhakaj et al. [74]. This dashboard 
could potentially integrate advanced techniques [6, 11] to analyse 
eye-gaze sequence to quantify student’s attention and detect mind 
wandering or distraction. This post-class dashboard design and 
development, however, is beyond the scope of this research and 
will be left for future development. 

4.2 Student’s Perspective Study 

4.2.1 Setups of three conditions 
To evaluate the design of Tutor In-sight from the student’s perspec-
tive, we performed a within-subjects study comparing the Tutor 
In-sight condition (TI) to the standard videoconference condition 
(VC) and Mozilla Hubs condition (MH). Three mock presentations 
on the topic of "The 7 Natural Wonders of the World"1 were pre-
pared for the participants to view as learning and teaching materials. 

1https://www.worldatlas.com/places/the-7-natural-wonders-of-the-world.html 

https://www.worldatlas.com/places/the-7-natural-wonders-of-the-world.html
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This topic was selected because it should be easily comprehended 
by participants and because it exemplifes a presentation with a 
variety of content types, including text, images, and 3D maps. Each 
presentation discusses two of the world’s seven natural wonders in 
order to avoid repetition during the within-subjects study, and is 
structured similarly in terms of presentation time, amount of text, 
number of images, and maps. A recording was used to simulate the 
live learning setting to ensure that all participants would receive 
the same presentation. We created a custom software to capture 
and replay the presentation in the TI condition. Since Mozilla Hubs 
does not support the playback of pre-recorded presentations, we 
also created a Mozilla Hubs-like virtual environment software for 
participants to view the presentation in VR. This Mozilla Hubs-
like software records the presenter’s head and hand movements 
to create a half-body avatar in the VR that is lip-synced with the 
presenter’s voice, as shown in Figure 8b. We also recorded the 
presentations using screen recording software and a webcam to 
capture the presenter’s face in order to make a video comparable 
to the videoconference setup in VC (Figure 8a). Presentations in all 
of the conditions were created by the same presenter and script for 
consistency. This enables us to do an unbiased comparison of the 
presenter’s social presence and the usability of each presentation 
tool. 

4.2.2 Procedures and participants 
Eleven student volunteers (5 female and 6 male, 21 – 30 years of 
age) were recruited from a local university. The participants came 
from a variety of disciplinary backgrounds, ranging from under-
graduate art students to post-graduate engineering students. Three 
individuals had never used MR or VR before, seven regarded them-
selves as beginners, and one was an expert user. All participations 
were voluntary without involving any reward or compensation. 

Prior to the presentation, HoloLens 2’s eye calibration apps were 
used to calibrate the MR headset to the participants’ eyes. Partici-
pants were asked to focus on the presentations, which lasted around 
fve minutes each. To avoid learning bias, the participants used the 
presentation tools (VC, TI, and MH) and viewed the contents in a 
random order. We used a post-experiment questionnaire (Table 3) 
and a semi-structured interview with similar procedures as in the 
teacher’s perspective study. A session of the student’s perspective 
study took roughly 40 minutes to complete. 

In the TI condition, HoloLens 2 was connected through a local 
WIFI network to a laptop (CPU AMD Ryzen7 3.20GHz, 32GB of 
RAM, NVIDIA GPU RTX3080 laptop) for playback of the recorded 
presentation on HoloLens 2. In the MH condition, a Meta Quest 2 
was connected to the same laptop to display the recorded presenta-
tion in the VR. For the VC condition, a recorded video presentation 
was displayed on a 27-inch display monitor connected to the afore-
mentioned laptop with a 2560x1440 resolution. In all conditions, 
participants were given printouts of the slides with a Vuforia tag 
and were instructed to freely annotate the printed slides as if they 
were viewing a live lecture. 

4.2.3 Hypotheses 
Since students were familiar with the VC condition but not the TI or 
MH conditions, it would be simpler for participants to use VC (H4). 
However, due to Zoom fatigue [60] and restricted body language 
with webcam stream, participants would not enjoy learning through 

VC (H5) and would have a diminished sense of the teacher’s co-
presence. Moreover, we anticipated that the body language of the 
computer-generated avatar in the TI condition would have the same 
impact in term of teacher’s co-presence as the body language of the 
body-tracking avatar in the MH condition (H6). We also assumed 
that student’s note-taking capability would be at its lowest in the 
MH condition due to the VR-HMD blocking the participants’ view 
(H7). 

Based on these assumptions and our design requirements, we 
hypothesized the following for the student evaluation: 
H4 : There are signifcant diferences among the three conditions 

in (a) task difculty rating, (b) mental efort rating, (c) SUS 
score, favouring the VC over TI and MH conditions. 

H5 : There are signifcant diference among the three conditions 
in enjoyment, favouring TI and MH over VC condition. 

H6 : There are signifcant diferences in the rating of a) co-
presence and b) attention allocation, favouring TI and MH 
over VC condition. 

H7 : There are signifcant diferences among the three conditions 
in terms of note-taking ability, favouring TI and VC over 
MH condition. 

4.2.4 Results 
Similar to the teacher’s perspective study, Align-and-rank ANOVA 
(� = 0.05) [72] was used for non-parametric analysis, given that the 
data are not normally distributed, as shown by the results of Shapiro-
Wilk test (� < 0.05). Bonferroni correction was used for post-hoc 
pairwise comparisons. Table 5 shows the descriptive statistics of 
the variables. 

System Usability 
Task difculty (SEQ): There were no signifcant diferences (�2,20 = 
1.482, � = 0.251, �2 = 0.129).� 
Mental efort: There were no signifcant diferences (�2,20 = 
2.712, � = 0.091, �2 = 0.213).� 
System Usability Score (SUS): There were no signifcant diferences 
(�2,20 = 1.097, � = 0.353, �2 = 0.099).� 
Note Taking Ability: The participants rated the note taking ability 
for VC and TI as higher than MH. There were signifcant diferences 
(�2,20 = 5.232, � < 0.05, �2 = 0.343) in this variable between the � 
TI–MH (� < 0.05) and VC–MH (� < 0.05). This confrms H7. 

Cognitive Efects 
Focus: There were no signifcant diferences (�2,20 = 1.914, � = 
0.174, �2 = 0.161).� 
Attention Allocation: The participants allocated attention to the 
teacher similarly in MH and TI followed by VC. There were sig-
nifcant diferences (�2,20 = 10.535, � < 0.001, �2 = 0.513) in this � 
variable between TI–VC (� < 0.01) and MH–VC (� < 0.01). This 
confrms H6b. 
Perceived Message Understanding: The participants rated all three 
conditions similarly, and there were no signifcant diferences 
(�2,20 = 0.084, � = 0.92, �2 = 0.008).� 

Experiential Responses 
Co-presence: The participants felt the teacher’s presence similarly 
in TI and MH, followed by VC condition. There were signifcant 
diferences (�2,20 = 6.960, � < 0.005, �2 = 0.410) in this variable � 
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Figure 8: (a) A simulated videoconference presentation for the student’s perspective (b) Mozilla Hubs-like virtual environment 
that supports presenter record and playback features to create a simulated VR presentation for the student’s perspective. 

Table 5: Student’s questionnaire results for each condition. 

# Variables Videoconferencing Tutor In-sight Mozilla Hubs pM SD M SD M SD 
System Usability 

1 Task difculty 4.45 0.99 4.00 0.74 4.00 0.95 0.251 
2 Mental efort 15.45 26.41 22.73 19.47 19.55 15.59 0.091 
3 System Usability Scale 77.50 10.28 69.09 10.67 68.64 18.10 0.353 
4 Note Taking Ability 3.82 0.94 3.64 0.64 2.45 1.08 *0.015 

Cognitive Efects 
5 Focus 3.55 1.37 3.91 0.90 4.45 0.50 0.174 
6 Attention allocation 3.91 1.16 5.43 0.89 5.45 0.88 *0.001 
7 Perceived message understanding 5.67 1.16 5.76 1.07 5.91 1.04 0.919 

Experiential Responses 
8 Co-presence 4.36 1.29 5.79 0.90 5.79 1.10 *0.005 
9 Enjoyment 3.73 1.14 4.91 0.29 4.64 0.64 *0.006 

10 Preferences 

between TI-VC (� < 0.05) and MH-VC (� < 0.05). This confrms 
H6a. 
Enjoyment: The participants enjoyed using TI the most, followed by 
MH and VC. There was a signifcant diference (�2,20 = 6.609, � = 
0.006, �2 = 0.398) between TI and VC (� < 0.05) conditions. This � 
partly confrms H5. 
Preferences: The TI condition was ranked the best by the partici-
pants, with six participants placing the TI as the best, and the other 
fve participants placing the TI as the second best. The MH con-
dition placed second in the ranking by receiving three frst-place 
votes, four second-place votes, and four third-place votes. The VC 
ranked last with two frst-place votes, two second-place votes, and 
seven third-place votes. 

4.2.5 Discussion 
The student participants rated all conditions similarly in terms of 
system usability, i.e., SUS score, mental efort, and task difculty; 
thus, there is no evidence to support H4. However, the majority (7) 
of participants favoured the TI and MH conditions over VC. This 

indicates that the participants preferred the sense of co-presence, 
enjoyment, and attention allocation provided by TI and MH. The 
results of semi-structured interviews also confrmed this fnding, 
since seven participants noted the lack of teacher interaction in the 
VC condition. During the videoconference presentation, they said 
that they only read the presentation materials and rarely looked 
at the teacher. “I don’t actually feel the need to follow the teacher’s 
presentation” – P10. Four participants also admitted to being easily 
distracted and fnding the videoconference session uninteresting. 
“I feel like I lost focus when I take my eye of screen to take some note” 
- P4. These participant remarks and signifcant lower ratings of en-
joyment, co-presence, and attention allocation in the VC condition 
provided evidence for Zoom fatigue (H5) and impeded teachers’ 
body language on the webcam broadcast (H6). Two participants, 
however, preferred the VC condition because they were more com-
fortable with the technology and would rather observe the teacher’s 
facial expressions. 

The TI and MH conditions were assessed similarly in the post-
experiment questionnaire, with the exception of the note-taking 
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ability, which was hampered by the VR-HMD in the MH condition, 
according to nine participants. “I cannot take note in VR at all, I 
can only listen and listen” – P1. This observation was corroborated 
by a signifcantly lower rating for note taking ability in the MH 
condition, resulting in the acceptance of H7. Nevertheless, three 
other individuals who preferred the MH setting said that they liked 
to concentrate on the lecture frst and then take notes after class. On 
the other hand, six participants appreciated the integrated virtual 
and physical workspace in the TI condition, which allowed them to 
concentrate on a single workspace and improved their note-taking 
capabilities. “I like this (TI) condition since it is convenient for me 
to listen and take note simultaneously, because I can focus on single 
location” – P4. "In the AR, I can completely focus on that (slide) and 
pointing animation show me the point to focus, in addition, I am in 
the real-world that I can still take-note” – P7. They claimed that the 
note-taking skills would be vital to their learning process, implying 
that the note-taking ability has a strong infuence on participants’ 
preferences. 

The semi-structured interview also revealed difering opinions 
on VR in the MH condition, with four participants commenting on 
VR positively for its immersiveness, which contributes to their focus. 
“I feel like I am in another world that help me focus” – P5. However, 
four other participants argued that the virtual environment caused 
them to be distracted and anxious because they had to adjust to the 
virtual world and their view of the real-world was blocked of. “It’s 
easy to distract in the VR, I found myself looking at other students 
and (virtual) environments, there is so much to look at” – P10. “I felt 
uncomfortable and anxious because I don’t know what happened in 
the real-world” – P6. The opposing viewpoints reinforced Radianti 
et al. [56]’s observation that VR experiences varied from student to 
student, potentially infuencing learning outcomes. 

Similar ratings in the TI and MH conditions also indicated that 
the avatar with generated body language in the TI condition had 
similar impacts in terms of co-presence, enjoyment, and attention 
allocation as the recorded body-tracking avatar in the MH condition, 
providing support to H6. The semi-structured interviews backed up 
our fndings, as seven participants characterised the avatar in the TI 
condition as interactive with its body language (gaze, gesture, and 
movement) that kept their attention throughout the presentation. 
“I feel like the instructor is there with me, and it feel more or less 
the same between AR and VR” – P7. Three participants also stated 
that they thought that the teacher was paying attention to them, 
which could be attributed to the avatar’s mutual gaze. “I like that 
the teacher is walking around and look at me, felt like the teacher is 
looking and I have to focus” – P9. 

In addition to the avatar, several participants positively com-
mented on other TI condition aspects. For example, three partici-
pants commended the notifcation feature that reminded them to 
pay attention to the topic being presented (Figure 5e, 5h). “I feel 
like the instructor interact with me when I saw the pop-up message” 
– P10. Two additional participants liked the "blackboard" features 
(Figure 5i) since it reminded them to change the slide and kept them 
informed while doing so. “The pop-up helped remind me to keep up 
with the slide and also provided information about the correct slide” – 
P11. 

Despite the lack of statistically signifcant diferences between 
the TI and MH conditions in the quantitative data, semi-structured 

interviews suggested that students preferred TI over MH because of 
its ability to support note-taking, keep participants aware of their 
surroundings, provide automatic notifcations to keep participants 
engaged, and provide additional avatar personalization with mutual 
gaze. 

5 Diferences in Teacher and student 
requirements 

The fndings of both user studies (Table 6 H1, H5, H6, H7) sup-
ported initial observations in previous literature [32, 34, 56, 57], 
suggesting that the existing systems are inadequate at meeting 
the needs of both teachers and students. According to the results 
of the teacher study, teacher participants prioritised setup time, 
usability, and low learning curve, causing the majority of them to 
disregard VR presentation tools in their routine usage (H1), despite 
the fact that they liked the immersion that VR provided. This fnd-
ing is consistent with previous research [34, 56] and establishes that 
there are barriers to employing VR technology in remote presenta-
tion settings and that usable alternatives are required to enhance 
acceptance. 

Another intriguing fnding is that, contrary to previous re-
search [49, 53], the avatar of students in VR does not increase 
co-presence for teachers (H3), as some teacher participants com-
mented on the student avatar’s lack of facial expression and cartoon-
like style. Teacher participants, on the other hand, rated the TI 
condition, which only had students’ eye gaze, as comparable in 
terms of co-presence. This implies the functioning of the students’ 
representation is the priority for the teacher participants, and a 
more realistic avatar with eye-gaze and facial expressions might be 
needed for VR to be used in the education setting. 

Teacher participants also highlighted the difculties of supervis-
ing students using the videoconferencing technology since typically 
in real-life teaching sessions students seldom turn on the web cam-
era owing to privacy concerns. As a result, teacher participants 
preferred Tutor In-sight, which allows them to monitor the stu-
dents and receive real-time feedback (H2). Another requirement 
that teacher participants desired is tools that reduce their workload, 
such as automated warning messages that help manage students 
and summary reports that convey important classroom information 
after the session. 

The student participants’ feedback also supported the "Zoom 
Fatigue" claims by Riva et al. [60] (i.e., students begin to experience 
burnout from excessive use of videoconferencing software, H5) 
and decreased engagement as a result of restricted body language 
owing to the limited web camera stream (H6), as evidenced by the 
low rating of videoconferencing systems in terms of preferences, 
enjoyment, co-presence, and attention allocation. The majority of 
student participants preferred the Tutor In-sight and Mozilla Hubs 
presentations, which facilitate interactive learning, enhance teacher 
co-presence, and in general provide a more engaging presenta-
tion. The student participants in our study attributed the increased 
interactivity, co-presence, and engagement to the avatars’ body 
language, indicating that teacher body language is vital for stu-
dents’ engagement and should be supported in remote presentation 
systems. In contrast to the comments of the teacher participants, 
the presence of the avatar resulted in increased co-presence for 
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Table 6: Summary of hypotheses (H) based on results 

H Variables Results Summary 

Teacher Study 

H1 

(A) Task Difculty Rejected 

While teacher participants felt they could be profcient VR presenters, many 
believe the setup time is not worthwhile for frequent use. 

(B) Mental Efort Rejected 

(C) SUS 
Accepted (Local) 

Rejected (Remote) 

(D) Setup Time Accepted 

H2 Monitoring Ability Accepted Participants found Tutor In-sight’s dashboard with eye-tracking to be an 
efective alternative to videoconferencing and virtual reality for monitoring 
students. 

H3 

(A) Co-Presence Rejected 

Teachers’ social presence was not always enhanced by students’ avatars 
and immersion. 

(B)Attention Allocation Rejected 

(C) Perceived Message 
Understanding 

Rejected 

Student Study 

H4 

(A) Task Difculty Rejected 

Participants had minimal trouble adapting to VR and Tutor In-sight. (B) Mental Efort Rejected 

(C) SUS Rejected 

H5 Enjoyment Accepted Students did not enjoy the videoconference condition, suggesting Zoom 
fatigue. 

H6 

(A) Co-Presence Accepted Body language is limited during video conferences, resulting in reduced 
co-presence and attention allocation. In addition, auto-generated avatars 
(Tutor-Insight) and body-tracking avatars (VR) provide comparable co-
presence and attention allocation. 

(B) Attention Allocation Accepted 

H7 Note taking ability Accepted The ability to take notes was hampered by the VR-HMD. 

the students, which is consistent with previous studys [49, 53]. It 
showed that the student participants prioritized the interactivity 
of the teacher’s avatar. Furthermore, students made no complaints 
about the cartoon-like appearance of the avatars, despite the fact 
that they were produced from the same avatar generation platform 
(ReadyPlayerMe [59]), implying that the students’ standards for the 
teacher’s avatar are more relaxed than the teachers’ standards for 
the students’ avatar. 

At the same time, the presentation system should support and 
enhance note-taking abilities (H7) since many students utilise note-
taking during a lecture as a form of active learning [21]. The student 
participants also noted that features that helped guide their atten-
tion, such as notifcations or visual cues that highlight the current 
teaching material, were useful to keep their focus. 

The student participants’ varied responses to the VR system 
also demonstrate various efects of immersion [56] on participants’ 
concentration and attention allocation, as some students feel more 
concentrated, while others feel anxious or their thoughts wander in 
the environment. Because these variations may have an infuence 
on the learning result, the virtual environment should be carefully 
designed or enable students to personalize the environment to 

boost their concentration. Student participants’ response to the MR 
system (Tutor In-sight) on the other hand, was more consistent 
since the participants were still seeing the physical environment. 

We summarized the top four design requirement for develop-
ing an efective remote presentation system for both teachers and 
students based on the above discussion in Table 7. 

According to the results of the two studies with teachers and 
students, Tutor In-sight meets the requirements of both teachers 
and students to a considerable extent; therefore, the participants of 
both studies preferred Tutor In-sight, indicating that Tutor In-sight 
has the potential to serve as an alternative to MR presentation 
for both teachers and students. Future development of remote MR 
presentation should also take the requirements in Table 7 into 
consideration to create efective presentation tools for both teachers 
and students. 

6 Limitation and Future Work 
Like most other empirical studies, our work has limitations. Here 
we discuss them to infer implications for further research. First, 
even though Tutor In-sight has proved in our user tests to improve 
remote presentation for both teachers and students, the design 
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Table 7: Teachers’ and students’ future requirements for MR remote presentation system. 

Teachers’ Requirements Students’ Requirements 
TR1- Enabling teachers to weigh trade-ofs between efciency (time for 
technical setup) and student learning experience (extent of immersion) 
TR2 - Ability to monitor students’ engagement through facial expres-
sions and other attributes 
TR3 – Automating tools for student attention management to reduce 
workload 
TR4 – Providing post-class statistics to supplement real-time feedback 
of students’ learning experience 

SR1- Interactive teacher avatar that supports co-presence via body 
language (gaze, gesture, and movement) 
SR2 – Enhancing note taking ability without distraction 

SR3 – Notifcations and visual cues to guide attention to the current 
teaching material 
SR4 – Integrated virtual and physical workspace to improve concen-
tration in a single workspace 

of Tutor In-sight focuses on enhancing lecture-style instruction 
and supporting teacher-students interactions (one-to-many), which 
is the prevalent pedagogical approach in remote education. We 
propose that further research and additional features are necessary 
for Tutor In-sight to enable students-students interactions (many-to-
many). Furthermore, features that enable teachers to check students’ 
workspaces should be implemented in the future to improve two-
way communication. 

Second, Tutor In-sight focuses only on eye tracking data to visu-
alise students’ eye-gaze; nevertheless, there are ongoing research 
areas such as emotion recognition [61, 77] that might be valuable 
for enhancing remote classroom awareness for teachers. However, 
feedback from teachers on eye tracking already indicates that exces-
sive detail might raise privacy concerns and may not be essential 
for live monitoring of students’ attentiveness. Therefore, further 
research is needed to establish if the inclusion of other data, such 
as students’ emotions, may be advantageous or essential for moni-
toring students’ attention during a remote presentation. 

Third, Tutor In-sight was developed and tested with PowerPoint, 
as it is a prevalent presentation tool that teachers are familiar with. 
In addition, we based the system design around students’ printouts; 
thus, our system is limited to static slides. Further development and 
testing are needed to support animated slides and other existing 
presentation tools. 

Fourth, to control any extraneous variations in live presenta-
tions, it was necessary to use a pre-recorded presentation in the 
student study. A human presenter might unintentionally vary their 
way of presenting the same material with the same tool, and this 
would confound the efects of the presentation tools used in our 
study. Nonetheless, the only noticeable impact of this arrangement 
for the students was that the teacher could not respond to their 
questions. The Tutor In-sight avatar performed its actions based 
on the algorithm described above with the pre-recorded mouse 
movement and pointing positions as input, but its behaviour would 
have been identical if the pre-recorded input had been a live input 
instead. The avatar also responded to the participants’ gaze direc-
tion and activities as outlined above, as the avatar’s behaviour was 
not pre-recorded, but determined on the fy. In a live presentation 
scenario, we expect that Tutor In-sight would not only support the 
presentation itself but also the question-and-answer section, ow-
ing to the integrated workspace and enhanced grounding process 
as well as the teacher dashboard with its Q & A panel. However, 
additional research is needed to verify our expectations and Tutor 
In-sight’s impact on learning outcomes in a real-world setting. 

Fifth, while teacher participants considered eye-tracking as a bet-
ter alternative to web cameras and none of the student participants 
had privacy concerns about eye-tracking data, eye-gaze tracking 
may be considered obtrusive and raising privacy concerns. How-
ever, opting out of all monitoring tools would impede a teacher’s 
ability to detect and assist students needing help and prohibit the 
use of personalized features, such as mutual gaze, that enhance 
student engagement. Consequently, an alternative monitoring tool 
that strikes a balance between monitoring critical data and protect-
ing privacy is necessary. The "black box" characteristic of machine 
learning monitoring tools (as shown by Asish et al. [6]) has the 
potential to meet this requirement, but further investigation is 
necessary for its practical usage. 

7 Conclusion 
In this paper, we proposed Tutor In-sight, a two-part set of MR 
presentation tools for real-time remote presentation. For students, 
an MR avatar is augmented in-situ with the presentation material 
in their workspace. Tutor In-sight was created to take advantage of 
integrated virtual and physical workspace and miniature avatars 
capable of coordinating gaze, performing gestures, and reposition-
ing themselves to be inside the feld of vision of the students. For 
teachers, Tutor In-sight’s dashboard visualises students’ eye gaze 
data, allowing the teachers to monitor students. In addition, the 
Tutor In-sight teacher tool is compatible with existing presentation 
tools such as Microsoft PowerPoint, enabling the teacher to pro-
duce an MR presentation with minimal additional workload using 
their familiar presentation software. To gain a better understanding 
of the teachers’ and students’ usage of remote presentation tools, 
Tutor In-sight was compared to a videoconference and VR remote 
presentation tool in two user studies, one for teachers and one 
for students, using a mocked presentation of "The seven natural 
wonders of the world". The teachers’ study revealed that Tutor 
In-sight’s dashboard was useful for the teachers, allowing them to 
monitor students while existing remote presentation tools cannot. 
In the students’ study, the Tutor In-sight MR avatar was shown 
to provide a higher degree of co-presence, improve attention al-
location, and increase viewer engagement when compared to the 
videoconferencing system while maintaining note-taking ability, 
which was diminished in the VR system. Finally, teachers’ and stu-
dents’ feedback from both user studies is summarised into design 
requirements for future remote presentation systems and to further 
improve the Tutor In-sight system. 
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