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ABSTRACT
Remote Collaboration using Virtual Reality (VR) and Aug-
mented Reality (AR) has recently become a popular way for
people from different places to work together. Local workers
can collaborate with remote helpers by sharing 360-degree
live video or 3D virtual reconstruction of their surroundings.
However, each of these techniques has benefits and draw-
backs. In this paper we explore mixing 360 video and 3D
reconstruction together for remote collaboration, by preserv-
ing benefits of both systems while reducing drawbacks of
each. We developed a hybrid prototype and conducted user
study to compare benefits and problems of using 360 or 3D
alone to clarify the needs for mixing the two, and also to eval-
uate the prototype system. We found participants performed
significantly better on collaborative search tasks in 360 and
felt higher social presence, yet 3D also showed potential to
complement. Participant feedback collected after trying our
hybrid system provided directions for improvement.

CCS CONCEPTS
• Human-centered computing → Mixed / augmented
reality;Collaborative interaction;Computer supported co-
operative work.
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1 INTRODUCTION
Remote collaboration technology can enable a user at a lo-
cal work place to quickly receive help from another expert
user in a remote location. For example, a video call allows
the remote guest user to quickly understand the situation
of the local host user. In remote collaboration it is impor-
tant to consider how the local host user can capture and
broadcast a view of their surroundings. However, video calls
have many limitations such as sharing a small field of view
(FOV), limited resolution, or fixing the view of the remote
guest user to that of the local host user. To overcome such
limitations, it could be more efficient if the remote guest user
could immerse themselves in a view of the local host user’s
environment. Virtual Reality (VR) technology enables this
by having the user wear a Head Mounted Display (HMD)
that provides an immersive viewing experience with a wider
FOV compared to a standard phone or monitor.
Using VR technology, 360 views of the surroundings can

be shared from a panorama camera. Alternatively, other sys-
tems allow sharing a 3D reconstruction of a real world scene
using a depth sensor and/or photogrammetry. Both of these
techniques allow sharing the local host user’s environment
to a remote guest user, but each has some limitations. Shar-
ing 360 panorama views can provide a high quality view
without consuming a large amount of bandwidth but it is a
2D presentation that provides limited depth perception. In
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Figure 1: MR remote collaboration system overview.

contrast, sharing a 3D reconstruction supports depth percep-
tion as well as the ability to navigate through the 3D model.
However, the quality of 3D reconstruction and the amount
of bandwidth required to transfer it are directly proportional
to each other. So a high-quality 3D reconstruction of the
user’s environment would require a significant amount of
bandwidth and is difficult to update in real time.
In this paper, we present a novel Mixed Reality (MR) re-

mote collaboration system (see Figure 1) that combines 360
and 3D reconstructions into one. This creates a system that
aims to merge the advantages of the individual approaches
while minimizing the limitations stated above.

Compared to prior work, this paper makes a number of
novel and significant contributions:
(1) A novelMRRemote Collaboration technique thatmerges

360-views and 3D Reconstruction.
(2) The first user study that compares 360 live panorama

and 3D reconstruction based MR remote collaboration
systems.

(3) The first user study that explores the benefits and impli-
cations of combining 360-view and 3D reconstructed
scene into a hybrid MR remote collaboration system.

2 RELATEDWORK
360 Video Sharing Remote Collaboration
Recently, researchers started to explore how 360 panorama
camera can be used instead of a standard camera for remote
collaboration. This allows the local host user to capture and
broadcast the 360 surrounding view to the remote guest
user who could turn their head while wearing the HMD. For
example, JackIn Head [16] was a remote collaboration system
using 6 cameras constantly capturing videos from different
angles and processing them into a 360 high-quality spherical
video image to live stream to another user wearing an HMD
to view. The system is constructed as a headband that allows
easy wearability on the head for the local host user. Tang et
al. [37] created a 360 video chat system with a similar set up
on the local host user side. In their system, they used a 360

camera on a monopod fixed to a user’s backpack to broadcast
the 360 surroundings to the viewer watching it on a tablet
device. Most recently, the Shared Sphere system [21] used
a 360 panorama camera attached to a Microsoft HoloLens
[23] to capture and share the user’s surroundings. With this
system, both local host and remote guest users could look
around independently while sharing visual communication
cues through MR visualisation.

These systems provide easy access to the 360 surroundings
of the local host user by the remote guest user, who can look
around independently. However, the viewing position of the
remote guest user is strictly controlled by the local host user.
So the remote guest user will not be able to look at a certain
corner of a room or behind any occluded objects by walking
closer, unless the local host user goes there.

Collaboration using 3D Scene Reconstruction
In order to overcome the limitation of a fixed viewing posi-
tion, 3D scene reconstruction can be used instead. It allows
the surroundings of the local host user to be reconstructed
either live [1, 7, 8, 14, 15, 27] or beforehand [25, 30], and send
the 3D reconstruction to the remote guest user. In recent
years, researchers have been evaluating the capabilities of
3D reconstruction for remote collaboration.
Izadi et al. [14] showed a real-time 3D reconstruction

method that enables a user to scan and reconstruct their
surroundings using an RGB-D Camera. This allowed users
to freely move through the reconstructed scene and interact
with the virtual content. However, the texture information
was omitted, so the visual details for this system was limited
to mesh level.
The Holoportation system [27] used multiple depth cam-

eras to scan and reconstruct a person in a space, including
the visual texture. This could be viewed through a HoloLens,
enabling a remote person to appear as an Augmented Reality
(AR) image in the user’s real space. This created interac-
tion between remote people that was close to face to face
collaboration. However, this system required a large setup,
significant network bandwidth and special hardware such
as a set of depth cameras at fixed positions. This limits the
portability and the accessibility of the system. To overcome
this, Dong and Höllerer [8] developed a system using the
built-in RGB-D camera on HoloLens to scan and reconstruct
surroundings in real time. This allowed for quick and easy
set up for 3D reconstruction, however the quality and res-
olution for the reconstructed scene are significantly lower
than Holoportation.

Similarly, BundleFusion [7], created a real-time and high-
quality 3D scanning technique for large-scale scenes that
allows a user to view and access the scene with texture using
information obtained from an RGB-D stream. This allows a
user’s surroundings to be scanned and shared with another
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user in real time. However, this system mainly focused on
one-way communication, lacking support for interaction
between users. The local host user was not able to see or
communicate with the remote guest, compared to an older
work by Adcock et al. [1] used a Spatial AR light annota-
tion mechanism on top of a fused RGB-D scene to achieve
remote collaboration between the two sides. In another case,
Joachimczak et al. [15] presented a 3D reconstruction sys-
tem that reconstructed people and objects using Kinect [24]
and share with another user using HoloLens, however it did
not provide the ability to reconstruct the surroundings as a
whole.

Nuernberger et al. [25] developed a technique that recon-
structs a scene through a set of photographs. This allowed
a user to snap their viewpoint to a particular photo in the
scene so that it creates the illusion of being immersed into
the scene. Farin et al. [10] and Rhee et al. [32] also presented
a similar technique of using either 360 panorama images or
video as a background scene or light source in the virtual
world. All of these systems used image and photo illusion
techniques, to create an immersive 3D experience for the
user, but did not have live image updates and so had limited
support for collaboration. We can therefore say that for a
quick set up, using 360-video in VR is a good option while
for a more realistic user experience, 3D reconstruction could
be better [4].

Visual Cue in Remote Collaboration
In a remote collaboration system, nonverbal communication
through user interaction should be considered as it could
affect the user performance even greater than verbal com-
munication. For example, in AR and VR collaboration the
use of virtual replicas [9, 26] could enable a user to better
understand the relationship between objects and carry out a
task quickly. This also applies when AR cues such as hand
gestures and gaze indicators are used to provide virtual com-
munication aids [30]. In addition, visual cues can also be
used as a communicator for workspace awareness [6] as
sometimes a local worker needs to understand the view of
a remote expert [2]. For example, it can be important for
both users to be aware of each other’s viewing direction
[13, 21, 28], and this can help both local host and remote
guest users to mutually understand the context in a remote
collaborative task.
Sharing a life-size avatar could also be useful especially

for MR remote collaboration. Researchers [15, 27, 29] have
demonstrated the use of AR to visualize a life-size human
avatar through sensors scanning. Further enriching the idea,
Piumsomboon et al. [31] introduced Mini-Me that combines
visual cues with an adaptive human avatar to give more vari-
ation on interactive visual cues in a MR remote collaboration.

Figure 2: Prototype system features.

Compared to prior work in MR remote collaboration sys-
tems, our work propose combining 360 video and 3D re-
construction to complement each other. In this paper, we
describe the system design and implementation of our novel
MR remote collaboration system that merges live 360 video
and 3D reconstruction, and report on a user study that in-
vestigates how merging the two techniques would be useful
for enhancing remote collaboration.

3 SYSTEM OVERVIEW
Our prototype system design focuses on binding two ele-
ments, 360 Remote Collaboration and 3D Remote Collabora-
tion, into a single piece of prototype system. In this way, the
prototype system allows a remote guest user to collaborate
with a local host user through both live 360 video and re-
constructed 3D scene from local host user’s side (see Figure
2).

360 Remote Collaboration (360 mode)
For 360 video based remote collaboration, our prototype sys-
tem is built based on our prior work [21] which implements
MR Remote Collaboration by sharing live 360 panorama
video from a local host user’s perspective to a remote guest
user. A local host is equipped with a Microsoft HoloLens
[23] AR HMD mounted with a Theta V [33] 360 panorama
camera to share surroundings and view visual cues made by
the remote guest users. The remote guest user wears a Sam-
sung Odyssey [34] VR HMD mounted with a Leap Motion
[19] hand tracking sensor to view the shared surroundings
and share visual cues.
While the collaboration takes place, a coloured rectan-

gle view frame is shown to each user which represents the
viewing direction of the other user. On top of that, the re-
mote guest user can also use their hand to point or make
gestures in the shared surroundings with the help from the
hand tracking sensor. This allows nonverbal communication
as an interaction method which enhances the collaborative
experience. To provide better user experience, the prototype
system also supports 360 video stabilization that automati-
cally stabilizes the video using orientation tracking sensor
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by counter-rotating the 360 video sphere when the local user
turns his or her head.

3D Remote Collaboration (3D mode)
We introduce a 3D mode that shares a 3D scene by using
the static 3D model reconstructed from the local host user’s
surrounding. To achieve this, we use Agisoft PhotoScan [3]
software to perform photogrammetric processing of 2D digi-
tal camera images and generate 3D spatial data. The use of a
static 3D scene reduces the data bandwidth requirement.

To aid 3D perception as well as to increase the connection
between the virtual and physical worlds, we use an HMD
supporting positional tracking to allow natural walking as
the navigation method in the 3D scene. Unlike the 360 mode
where both the visual cues and the interaction method are
held in a first person view shared between the two user, in
3D mode, both users watch each other from a second person
view in the 3D scene.

Visual cues, Annotations and Avatar
Similar to our prior system [21], the remote guest user can
use natural hand gestures and visual cues as nonverbal com-
munication methods. This includes a view frame that in-
dicates the viewing direction of a user, animated 3D hand
model for making gestures, and a ray pointer for pointing.
There are also additional features such as visualisation of an
arrow or halo to indicate or highlight the view frame and
virtual hands when they are out of the user’s FOV.

With the system in twomodes, visual cues and annotations
appear from different viewing perspective. In 360 mode, both
local host and remote guest users shares the same first person
view. However in 3Dmode, both users have control over their
own view position allowing them to move independently in
the scene. As this also changes the view mode into a second
person view, it can be difficult to understand the other user’s
view direction by just looking at a view frame floating in the
3D environment.

To give both users a clearer indication of the other user’s
perspective in 3D mode, we introduce a simple avatar made
out of a cube and a few cylinder-shaped objects representing
the head (including eyes and nose) and body of the user.
The avatar is positioned based on the user’s location in the
shared 3D space. In addition to the view frame shown in front
of the avatar, the avatar’s head is also rotated according to
the user’s head motion to allow better indication of user’s
viewing direction.

In addition to the view frame, a live video feed cut out from
the 360 video is shown as an inset to the view frame in 3D
mode. This allows the remote guest user to better understand
and be aware of the changes made in the 360 reconstructed
scene despite using a static 3D model.

Integration of 360 and 3D Modes
By combining the 3D mode with the 360 mode, we present a
prototype system with the capabilities for a user to switch
between the two modes (see Figure 2). Figure 1 outlines the
system setup that is similar to our previous work [21] while
supporting a new feature to switch between 360 and 3D
modes. As part of the system setup procedure, the local host
needs to construct the 3D model of his or her surroundings
and send it to the remote guest in advance. Once the re-
mote guest loads the 3D scene, the system will be ready for
connection.
To support the remote guest user to switch between 360

and 3D modes, we use the 3D tracking data from the remote
user’s HMD to allow real time virtual coordinate mapping
between the two modes. This allows the remote user to nav-
igate between 360 and 3D modes, and also physically walk
while in 3D mode without roaming out from the designed
available walking space. Initially, the remote user position in
the virtual space in the two modes are aligned with the local
user’s position in the physical space. This allows the system
to pin for the initial position so it creates an illusion that the
remote guest user would feel as if he or she is walking out
from the local host user’s perspective when switching from
360 mode to 3D mode.

When the system launches, both users’ position and rota-
tion values are saved and constantly synchronized over the
network as it allows the view frame and other visual cues to
reposition and visualize correctly on the scene. However, as
the 360 mode requires only a rotation value from both users,
the position value is not used for visualisation but only kept
internally. When the remote guest user enters the 3D mode,
both users’ position and rotation values are used to reposi-
tion both users at the appropriate coordinate in the shared
space. The remote guest user is free to walk and discover
around in the 3D mode and also allowed to switch between
modes at any time as they want.

Implementation
Our prototype system is developed using Unity (ver 2017.3.1f1)
game engine running on a PC (Intel Core i7-6700 3.40GHz
CPU, 16GB DDR4 RAM, NVIDIA GeForce 950 GPU) with
Windows 10 operating system that drives the VR HMD on
the remote guest user’s side. The remote guest user wears
Samsung Odyssey HMD [34] that supports 1,440 x 1,600 pix-
els resolution with a refresh rate between 90Hz to 60Hz. On
the other end, the local host user wears a Microsoft HoloLens
[23] AR HMD running our prototype software built using
the same Unity game engine.
The user coordinates and visual cues are synchronised

over a Wifi connection. To share the live 360 video feed,
we used a Ricoh Theta V [33] that supports 4k resolution
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live streaming mounted on top of the HoloLens. While the
360 camera we used supports streaming over Wifi in lower
resolution and higher delay, we used a 10 meter high speed
3.0 USB connection for the user study. In order to set up the
system to support 3D mode, the 3D model of the local host
user’s physical environment has to be reconstructed using
a photogrammetric processing software [3] and shared to
the remote guest user’s side to be loaded into the system.
After that, both local host and remote guest users can start
the system and connect over the network.

To switch between 360 and 3D modes during the collabo-
ration, the remote guest user has to perform a specific hand
gesture using their hands (thumbs up on both hands). This
allows the remote guest user to move away from the local
host user and focus on a different object from a different
viewpoint, navigating in the 3D scene as explained in the
previous section.

4 USER STUDY
We conducted a user study to compare and evaluate our sys-
tem and identify its benefits and limitations. This allows us
to use the data to explore the validity of the idea of combin-
ing 360 panorama video and 3D reconstruction techniques
into a hybrid remote collaboration system. We used object
searching tasks to collect data and feedback for evaluation.
This section describes our research questions, study design
and set-up including tasks, conditions, measures, and the
full procedure of the user study.
We divided our user study into two parts. The first part

(Part A) of the study was designed as a user experiment
comparing between the 360-only and 3D-only remote col-
laboration systems to observe the benefits and limitations of
each approach, while the second part (Part B) was designed
to evaluate the proposed hybrid system that combines the
two. As our hybrid system allowed users to freely switch
between the two modes, there is a risk that some of the par-
ticipants might end up using the hybrid system only in one
mode which will basically render the comparison of the three
options invalid. As an alternative, we decided to compare
the two systems (360-only and 3D-only) in the first part of
the study, while evaluating the hybrid system in the second
part of the study. Here we first describe the user study en-
vironment and set-up that is common in both parts, then
describe the details of the study design of each part.

Study Environment and Set-up
The user study was conducted in two rooms connected to
each other through a door. The local host user was in a room
sized approximately 6m x 8m, while the size of the other
room where the remote guest user was in was approximately
3m x 4m. Figure 3 shows the two rooms.

Figure 3: Experimental setup: task description (top left) and
study environment (top right and lower left)

The local host user’s roomwas used as the main task space
for collaboration, and it had furniture including a bookshelf,
two desks, a small round table and chairs. All of the furniture
except the round table was placed towards the wall or at
corners in order to leave free space for the user to walk
around in the room. The 3D reconstruction of this first room
was prepared in advance as described in section 3. The other
room mainly had a free walking space for the remote guest
user wearing a VR headset, except a couple of desks at one
of the corners with computers for running the VR system
and collecting data. We note that we had to scale the 3D
reconstructed scene from its actual size to 90% to reduce the
space requirement on remote guest user side for movement,
however, the user still needed to physically walk or move in
order to navigate in the 3D scene.
As apparatus for the user study, we used our prototype

system as described in section 3. In Part A of the study, the
system worked as a 360-only or 3D-only in the relevant con-
dition and participants were not be able to switch between
the modes. In Part B of the study, users were able to freely
switch between the two modes.

An actor was employed in both parts of the study to main-
tain the flow. We noted that we may not be able to capture
sufficient amount of data if letting participants work in pairs,
since the task could be completed by the local user alone,
especially when a proactive local user is paired with a submis-
sive remote guest user. This could also make the experiment
finish without using any of the system features. In addition,
if participants worked in pairs, the remote guest participant
may not be aware of that they could instruct the local host
user to move to a certain place. Therefore, we employed an
actor to play the role of a partner with whom a participant
needs to collaborate.
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Part A - 360 vs. 3D
The aim of the first part of the study was to compare the two
remote collaboration mediums: 360 live panorama video and
3D reconstructed scene. The main research questions in this
part were:

(1) How does the remote collaboration medium affect the
task performance of collaborative object searching
task?

(2) How does the remote collaboration medium affect the
user experience including usability, sense of being to-
gether, and motion sickness?

(3) Would a certain type of medium (360 or 3D) be a dom-
inant choice for remote collaboration? Or would there
be room for complementing each other?

Experimental Design. This part of the study was designed as
a within-subject experiment with two conditions, 360 and
3D, where the participants used either the 360 or the 3D
version of the system to collaborate. The order of condition
was counterbalanced between participants. As both 360 and
3D representation of the remote environment is only shown
to the remote guest user, we had participants play only the
role of the remote guest while we had an actor playing the
role of the local host. This is because the presentation of
the captured task environment (360 or 3D mode) mainly
affecting the remote guest user. However, note that we let
the participants also experience the local host side later in
Part B. As the collaboration task was in a remote expert
scenario where the remote guest user gives instruction and
the local host user mostly follows, the impact of the actor’s
behaviour on the task performance and experience was not
that concerning.

Experimental Task. One of the basic tasks in remote collabo-
ration is finding objects of interest and manipulating them
collaboratively [18]. In this studywe focused on object search
task which is usually the first step in remote collaboration
that requires the remote user to understand and explore
the task space. We used 45 pieces of Duplo Lego blocks in
different colours and sizes as objects of interest that the
participants need to find among other physical objects (e.g.
books and boxes) present in the task space. As a remote guest
user, participants were given with a description of target ob-
jects to look for, and they were to guide and instruct the
actor as a local host user in the physical task environment
to find the target objects and mark them by placing a sticky
note in front of them. This may include asking the actor to
physically move in the task environment or lean towards a
reachable spot to find or discover objects, especially in the
360 condition. The task ended once the remote guest user
found all of the objects and they were all marked using sticky

notes. Each condition had the same number of target objects
to find.

There were two types of tasks depending on how the tar-
get object was described. The first type of task instructed
users to find blocks based on visual descriptions, e.g. in a
specific colour and shape. For example, find nine of blue
cube-shaped blocks. The second type of task described spa-
tial configuration and relationship between a set of blocks.
Participants were required to find a group of objects in a
specific colour and are close by, adjacent, parallel or stacked
to each other. For example, these can be finding a pair of
red and blue cube-shaped blocks next to each other. In each
condition participants performed two tasks with different
task descriptions.
The task descriptions included text and images shown

in the virtual environment and also printed on a paper in
the task environment (see Figure 3). For the 360 condition,
participants can see the printed task description paper on
the round table in the middle of the room through 360 view.
In the 3D condition, the task description is visualised at the
same place in the 3D space as 2D text and image.
Four unique task descriptions, two in each type, were

prepared so they could be used in different combinations
with the conditions. Order and combinations of tasks and
conditions were counterbalanced to reduce bias. To make the
difficulty level balanced between task descriptions, we first
categorised the target objects into three levels of difficulty:
Easy, Medium, and Hard. Easy objects were in places that
are obvious to the users such as on a table without being
occluded by any other objects. Medium level difficulty objects
were either partially occluded by non-task related objects or
on the ground where the users were required to bend their
body to see. Hard type objects were those fully occluded by
non-task related objects, hence the users had to move around
the occluding object to see them. Based on this categorisation,
we tried to make each task include the same amount of
objects from each difficulty level.

Measurements. As dependent variables, we collected both
objectivemeasures and subjective feedback in each condition.
The main objective measure was task completion time as
an indication of task performance, and was measured based
on video recording. For subjective feedback we collected
questionnaire responses. For each task, we measured user
experience through a Single Ease Question (SEQ) [35], and
a few other custom rating items based on prior work [20].
After each condition, to measure the sense of being together
we used the Networked Mind Measure of Social Presence
Questionnaire (SoPQ) [12] and the MEC Spatial Presence
Questionnaire (SpPQ) [38]. We also measured the usability
of the system using the System Usability Scale (SUS) [5],
and motion sickness using Simulator Sickness Questionnaire
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(SSQ) [17]. At the end of Part A, participants were asked to
choose their preferred condition under various categories,
and also provide qualitative feedback by answering open
questions in the post-experiment questionnaire.

Procedure. The experiment started from the researcher brief-
ing the study information to the participant, then the partic-
ipant signing a consent form once they agreed to participate.
The participant was then asked to complete a pre-experiment
questionnaire collecting demographic information and an
SSQ to measure a ground level of motion sickness. Then a
training sessionwas held for the participant to learn the tasks
and build up their understanding of the task environment.
After finishing the training, the participant was asked

to wear the HMD on the remote user’s side and they were
provided with a task description of the first task in the first
condition. While performing the task, the participant as a
remote guest guided the local host user (an actor) to move
around in the room and place sticky notes on the correct
target objects they found using a combination of verbal and
nonverbal communication. After finishing the first task, the
participant had a short break alongwith answering a per-task
questionnaire. The participant then proceeded into the sec-
ond task. After completing the second task, the participant
was asked to complete another per-task questionnaire, fol-
lowed by a per-condition questionnaire and motion sickness
questionnaire. This process was repeated with the second
condition. The order of conditions was counterbalanced be-
tween participants.
After completing both of the conditions, the participant

was asked to complete a post-experiment questionnaire.

Part B - Hybrid (360 + 3D) System
In the second part of the study (Part B), we focused on eval-
uating the proposed hybrid system that combines 360 and
3D modes. We designed this session as an explorative study
where the participants tried using the hybrid system on both
the remote and local user’s side, and provided subjective
feedback through a questionnaire.
First, the participants tried the remote guest user’s side

as they did in Part A but with being able to freely switch
between 360 and 3D modes to perform a search task (sim-
ilar to the task in Part A). While performing the task, we
recorded the number of times the participant switched be-
tween the two modes, and the amount of time they spent
in each mode. After trying the hybrid system, participants
were asked to complete a survey questionnaire that asked
if switching between 360 and 3D is useful and easy to use,
what they liked and what could be improved in the hybrid
system, and to rank the three options (360-only, 3D-only,
and 360+3D) based on their preference.

Next, the participants tried the prototype system on the
local host user side with another task where they received
instructions from the actor on the remote guest user side,
regularly switching between the 360 and 3D modes. The
remote guest actor notified the participants verbally when
switching between modes as the visual representation on
local user side could have only subtle change, making it
hard for the participant to notice. After finishing a task on
the local host user side, participants were asked to fill out a
questionnaire to collect feedback and recommendations for
improvements, as well as to choose the preferred mode (360
or 3D) under various categories, as they did at the end of
Part A. This was immediately followed by a short debriefing,
and the study concluded with providing a complimentary
cafe voucher to the participant.
The experiment including both Part A and B took about

70 minutes on average for each participant.

5 RESULTS
In this section, we report the study results with statistical
analyses (α = .05, unless noted otherwise) and summaris-
ing qualitative feedback collected from the participants. We
recruited 20 participants (16 male, 4 female) from the local
campus community with their age ranging from 18 to 45
years old. Most of the participants (n = 13) were familiar
with VR system stating that they have been using VR system
at least a few times a month, while a quarter of participants
(n = 5) have never used a VR system before.

Part A - 360 vs. 3D
Task Completion Time. On average, participants took a longer
time to complete the tasks in 3Dmode compared to 360mode,
and also the tasks given in visual description took longer
than those described with object relationship (see Figure
4). A Shapiro-Wilk test found some of the conditions were
not following normal distribution, so we applied Align Rank
Transform (ART) [39] before using a Repeated-Measures
ANOVA for factorial analysis. The results showed that there
was a significant main effect of both collaboration medium
(360 vs. 3D, F (1, 19) = 4.682, p = .043) and task (task1 vs.
task 2, F (1, 19) = 45.533, p < .001). No significant interaction
between the two was found (F (1, 19) = 0.688, p = .417).

Subjective Ratings on User Experience. The results from SEQ
[35] and custom rating items are shown in Figure 5. All of the
rating items were answered on a 7-point Likert scale (SEQ -
1: very difficult – 7: very easy; All other items - 1: strongly
disagree – 7: strongly agree). Using a Repeated-Measures
ANOVA with ART [39], we found that using the 360 mode
was significantly easier than the 3D mode (F (1, 19) = 5.652,
p = .028), regardless of the task (task: F (1, 19) = 3.030,
p = .098; interaction: F (1, 19) = .085, p = .774). We also
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Figure 4: Average task completion time (*: significant effect)

Figure 5: Subjective ratings on user experience (*: significant
effect)

found that the 360 mode provides a significantly better un-
derstanding of partner’s focus (F (1, 19) = 7.797, p = .012),
again regardless of the task (task: F (1, 19) = 1.431, p = .246,
interaction: F (1, 19) = 1.316, p = .266). No significant differ-
ence was found regarding how much participants enjoyed
the experience, nor on being able to focus on the task activi-
ties.

Social Presence. The social presence questionnaire (SoPQ)
[12] included three sub-scales – Co-presence (CP), Atten-
tional Allocation (AA) and Perceived Message Understand-
ing (PMU) – and consisted of eighteen rating items on a
7-point Likert scale (1: strongly disagree – 7: strongly agree).
Overall, we found significant difference in favor of the 360
mode (Z = −2.931, p = .003) as shown in Figure 6. We also
analyzed each sub-scale and found significant differences in
AA (Z = −3.103, p = .002), and PMU (Z = −2.000, p = .045),
but not in CP.

Spatial Presence. From SpPQ [38], we used two subscales
– Spatial Presence Self Location (SL) and Spatial Situation
model (SSM) – that consisted of eight rating items on a 5-
point Likert scale (1: Fully Disagree – 5: Fully Agree). Similar
to the SoPQ , we analyzed the results as a whole, as well as in
each sub-scale. However, the results reported no significant
difference.

Figure 6: Results of Social Presence questionnaire (SoP:
Overall Social Presence, CP: Co-presence, AA: Attentional
Allocation, PMU: Perceived Message Understanding; *: sta-
tistically significant).

Simulator Sickness. Figure 7 shows the average score of Sim-
ulator Sickness Questionnaire [17] which comprises of four-
teen symptoms rated on a scale of (0: none – 3: severe).
Overall, participants experienced mild (mostly lower than 1)
symptoms of motion sickness in either condition. The results
were analyzed with a Friedman test comparing: before the
experiment (Initial), after trying 360 mode (360), and after
trying 3D mode (3D). For post hoc pairwise comparisons, we
used Wilcoxon Signed Rank tests with Bonferroni correc-
tion (α = .0167). We found significant differences between
Initial and 360 (Z = −3.297, p = .001), and also between
Initial and 3D (Z = −3.184, p = .001). However, no signif-
icant difference was reported between 360 and 3D modes
(Z = −3.297,p = .0297). This indicates that participants were
induced by a mild level of motion sickness after attempting
the system in either mode. We also conducted a similar set
of analysis based on the order of condition experienced, and
obtained similar results, i.e. significant increases from the
initial measurement (first condition: Z = −3.03, p = .002,
second condition: Z = −3.435, p = .001) while no signifi-
cant difference was seen between conditions (Z = −.0694,
p = .0488).

System Usability. In terms of SUS [5], both systems were
rated around the average level of usability (360:M = 66.75,
Md = 70, IQR = [56.5 − 75.5]; 3D: M = 61, Md = 58.5,
IQR = [47.5 − 73.5]). While the 3D mode received lower
ratings, the difference between the conditions was not sta-
tistically significant based on a Wilcoxon Signed Rank test
(Z = −1.942, p = .052).

User Preference. In terms of preference, the participants were
mostly split between the conditions across the categories
(see Figure 8). Based on Chi-square goodness-of-fit tests com-
paring against random choices, there was only one category
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Figure 7: Results of average simulator sickness score for dif-
ferent conditions. (*: statistically significant).

Figure 8: User preference between 360 and 3D modes as a
remote guest (*: statistically significant).

where participants showed strong preference towards 360
over 3D: understanding the partner’s focus (χ 2(1) = 8.45,
p = .0037).

Even though more than half of the participants preferred
the 360 mode in the majority of the categories, more than
half of them still preferred 3D mode as their overall prefer-
ence. Based on qualitative feedback, this was mainly because
being inside a 3D environment provided them with a more
realistic interaction as well as better understanding of the
surroundings. Participants mentioned (P9, Male, Mid 30s,
Experienced) “I felt more feeling of being there”, (P10, Female,
Early 20s, Inexperienced) “More interaction with the body.
It gives more realistic and sense feeling. It is connecting the
vision and body movement together. It simulates the real life
experience.”, (P16, Male, Mid 20s, Experienced) “It felt more
realistic and interactive than the other condition”.

A few of the other participants also highlighted their favor
of being able tomove independently and improving their task
performance, mentioning (P5, Male, Early 20s, Experienced)
“It was nice to be able to explore the area without being tied
to the other user...”, (P3, Female, Early 30s, Experienced) “I
was able to walk around, which make me more immersed
into the environment.” However, there were also participants
preferring not to move around by themselves as a benefit,

Figure 9: User preference based ranking results (*: statisti-
cally significant).

mentioning (P11, Male, Late 10s, Experienced) “I found I could
focus more on the task when I didn’t have to move around...”,
(P9) “I don’t need to worry about moving around while I cannot
see what is in front of me in the real world”, (P8, Female, Early
30s, Inexperienced) “Walking around a bit more, not sure if
I was going to walk into something...”. Those who preferred
360 mode in most of the categories mostly valued the ease of
understanding their partner’s focus and location, i.e. in 3D
mode the participant needed to search for the other user’s
location in the scene whereas in 360 mode it was always in
the first person perspective.

Part B - Hybrid (360 + 3D) System
Remote Guest User. Usage data was collected from 14 partic-
ipants (due to video recording failure) which showed that
participants spent, on average, 157.9 seconds (SD = 47.6)
using the hybrid system on the remote guest user’s side, and
switched between the 360 and 3D modes about 7.8 times
(SD = 4.6) on overage. Looking at the proportion of time
spent in each mode, participants were using the 360 mode
slightly more (56.6%) than the 3D mode, yet the difference
was not statistically significant (t(13) = 0.88, p = .395).
There were six participants who spent more than 70% of
their time in 360 mode, while three participants spent over
70% of their time in 3D mode.

After trying the hybrid system, participants (n = 20) were
asked to rank (1: best – 3: worst) all the three options they
have experienced based on their preference, and the majority
(65%) of the participants ranked the hybrid system as the
best (see Figure 9). A Friedman test indicated that there
was a significant difference in ranking between the three
systems (χ 2(19) = 8.10, p = .017). Post hoc tests using
Wilcoxon Signed Rank tests with Bonferroni correction (α =
.0167) showed that participants preferred the hybrid system
(360+3D) significantly more than the other systems: 360-only
(Z = −2.938, p = .003) and 3D-only (Z = −3.257, p = .001).
There was no significant difference between the 360-only
and the 3D-only.

Participantswho rated the hybrid system as the bestmostly
enjoyed the ability to switch between the two modes at any
time, complementing each other, mentioning (P3) “When
combined, I was able to switch and choose the preference I
want to use to help aid me in finding that suits me in that
situation”, (P8) “switching between views was good, made it
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Figure 10: Rating on Switching between 360 and 3D modes.

Figure 11: User preference between 360 and 3D modes as a
local host (*: statistically significant).

faster and could check objects for clarity”, (P10) “Some aspect
which is not working well in one (mode), worked fine in the
other.”, (P12, Male, Early 20s, Experienced) “I was able to use
360 to view my partners when needed, and use 3d to move
around myself when I want to explore.”
We also asked the participants (n = 20) to rate on a on

a 7-point scale (1: strongly disagree – 7: strongly agree) on
howmuch they agree with the statement ‘Switching between
360 and 3D is useful’ and ‘Switching between 360 and 3D is
easy to use’. The results (see Figure 10) showed most of the
participants rated positively on the switching feature being
useful (n = 16, 80%), and easy to use (n = 17, 85%). One-
sample Wilcoxon Signed Rank tests showed these ratings
were significantly different from neutral level rating (useful:
Z = −2.082, p = .005, easy: Z = 3.355, p = .001).

Local Host User. After participants (n = 16 due to set up
issues) tried the system at the local host user side, more
than half of the participants preferred using 360 mode over
3D mode in all categories (see Figure 11). However, the re-
sult from Chi-square goodness-of-fit tests against random
choice showed that the preferences were not strong enough
to be statistically significant, except for one category: under-
standing the partner’s focus (χ 2 = 5.06, p = .0245). This is
therefore suggested as the biggest benefit of the 360 mode.

Qualitative feedback from the participants indicated that
the main reason behind their favour of the 360 mode was
because of the limited FOV (field of view) on the AR headset
that restricted the range of visual cues participants can see
at a time. Participants indicated that spotting visual cues
from the first person view in 360 mode was easier than from

the second person view in 3D mode as they mentioned (P7,
Male, Mid 20s, Experienced) “Because FOV was small, locat-
ing remote guest user was little bit hard for 3D reconstruction
condition”, (P9) “It was more obvious to find where he was
pointing at.”, (P13, Male, Early 20s, Experienced) “The atten-
tion grabbing arrow was slightly confusing at times, mainly
due to the HoloLens’ field of view”, (P10) “... Most of the time, I
am spending time searching the arrow to check out where the
guest is looking at and pointing at. When I found the arrow, it
moved again.”. However, one of the participants valued the
benefit of using 3D mode especially being able to see the 3D
avatar of the remote guest without concerning the limited
FOV, mentioning (P4, Male, Late 20s, Experienced) “having
another character walking around makes me feel like two of
us working together.”

Suggested System Improvements
Participants were asked about what to improve in the current
system in an open-ended question at the end of both Part A
and B and also during debriefing. A majority of the partic-
ipants mentioned needing improvements in visual quality
as the color offset, a lighting issue from the camera, and im-
age resolution were obvious problems. This was due to the
experimental task which heavily relied on searching for ob-
jects by their colors and shapes. From the hardware aspects,
a participant mentioned (P8) “More comfortable headset if
you have to wear it all the time!” due to the prolonged task
duration.
There were also useful suggestions made on the system

features. With the current implementation of the system,
users switching from one mode to another would result a
sudden change of viewing perspective and location in the
shared space. This potentially caused a mild level of disori-
entation and motion sickness to the user. Some participants
mentioned of adding a transition effect of teleporting from
one spot to another upon switching between modes to re-
duce motion sickness. One of them mentioned (P13, Male,
Early 20s, Experienced) “Perhaps a fast jump to the other users
position or a blackout effect when changing to the 360 view to
reduce disorientation”.
Participants also suggested updating the remote guest

user’s position in the virtual space according to the local
host user’s position in the physical space when switching
between modes. Participants mentioned (P5) “(would be nice)
if you could switch back to 360 and see the same perspective as
was in 3D”, (P2, Male, Late 30s, Experienced) “... the alignment
of AR/VR spaces”, (P7) “...when user switches from 360 view
to 3d reconstruction, I wish camera position and view was the
same as 360 view, so that I can start navigating space from AR
user’s last view.”
Other suggestions included improving existing features,

such as (P12) “A small miniature (3D model) view that’s fixed
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to the user view for the 3D vision would help show where the
other person is looking more often...”, (P15, Male, Mid 20s, In-
experienced) “... an indicator on my partner’s display giving
the mode the I am currently in” to help better understand-
ing of each other during the collaboration. There were also
suggestions about ways to combine the two modes other
than simply switching between them, such as (P16) “If the
panorama had the freedom to move like the reconstruction
experiment then I would gladly use that. Panorama adds more
realism to it so (would be nice) if that can be improved on.”

6 DISCUSSION
360 vs. 3D
Overall, the results indicated that participants performed
better with the 360 mode compared to the 3D mode, showing
significantly lower task completion time, feeling the task
was easier, understanding the partner’s focus better, and per-
ceiving improved social presence. However, the 3D mode
also provided comparable user experience and usability, and
with its benefits including the remote guest being able to
navigate the scene independently, lead to participants’ pref-
erence being split between the two options. Slightly over
half of the participants expressed their preference towards
the 360 mode, while nearly half of the participants preferred
the 3D mode. Having no statistically significant difference
in preference indicated participants value both 360 and 3D
and potentially need an option to combine the two.
These findings could be influenced by the experiment

where colours and shapes were critical. In the experiment,
participants were accessing the shared space from the remote
guest side through the live video from 360 panorama camera
or 3D reconstructed scene using the HMD. This creates an
implication of heavily relying on the image quality of the 360
panorama camera, HMD or the reconstructed scene to aid
on recognising the correct colours and shapes that did not
work well in certain cases. For example, there was a light-
ning issue that made colours appear different in brighter or
darker area. This caused confusion making participants to
rely more on verbal communication, spending more time to
confirm object attributes especially in 3D mode due to the
insufficient quality of 3D scene. We note that the issue of
colour presentation in 3D is comparable to camera resolu-
tion limitation in 360 camera. Hence, it does not make any
particular mode being superior for the given task.
Regarding the effect of simulator sickness in different

modes, it was indicated that 3D mode gave a lower aver-
age simulator sickness score compared to 360 mode even
though participants spent longer time inside the 3D mode
compared to 360 mode. This was confirmed as the 3D mode
took longer task completion time on average than the 360
mode. While there is a need for further investigation with

longer term usage, the qualitative feedback given by the
participants suggested the full control of the movements
reduced the simulator sickness perceived.

In terms of user communication and attention awareness,
the ratings in Attentional Allocation and Perceived Message
Understanding from Social Presence, and ratings from user
preference strongly suggested that 360 mode provides an
easier understanding of communication and user’s focus
and attention. This was also consistent with the qualitative
feedback given by the participants. We postulate that the first
person perspective view from 360 mode plays an important
role in supporting the results.

View and Annotation Independence
While our study compared the two modes, we suspect that
the implication of user independence could have played a
major role. The task performance would have been improved
with both modes allowing users to look independently in
the scene. This is supported by prior work observing on
the effects of view independence in 360 [22] and 3D recon-
struction based [36] remote collaboration systems. This also
aligns with the result from another similar prior work [11]
that allowed independent annotation in a remote collabora-
tion using AR tablet and desktop set up. This suggests need
for further investigation to observe the effects of view and
annotation independence that can be brought to different
configuration modes in a MR remote collaboration.

Implication for merging two modes together
In this paper we proposed a system that allows switching
between 360 and 3D modes during a remote collaboration.
The purpose of such design was to provide alternative op-
tions for a user to perform collaboration through different
perspectives and features. The study results indicated that
more than half of the participants (13 out of 20) preferred
having the ability to switch between 360 and 3D modes as
it allows them to perform tasks using the mode they found
working the best in the given situation.

However, it is also noticeable that not all of the partici-
pants would prefer having a system with both modes (when
the two other modes are on offer). The qualitative feedback
result suggested that some participants found that the hand
tracker was hard to use, yet the main reason lied behind the
sudden change of perspective when switching between the
modes. Although some participants mentioned the gestures
for switching between the modes were easy to use, we ob-
served few of the participants struggling with having their
gesture not working properly during the experiment, either
the mode not switching at times or switching unintention-
ally. Hence, few participants preferred having just 360 mode
to prevent any occurrence of a similar incident as the sudden
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change of perspective when switching between modes can
potentially lead to disorientation.

Limitations
Although the user study helped evaluating and measuring
the system in a controlled environment with an experimental
task, there are still many aspects that need to be further
investigated. Some of the obvious issues were the limitation
of hardware devices and the choice of the task that heavily
relied on colour and shape which could have added noises
to our results. As suggested by some of the participants, the
result could be different if the task did not rely on such aspect.
Likewise, if the visual quality of the reconstructed 3D scene
was comparable to the live 360 video, the results may have
turned out in favour of 3D mode.
Another limitation of the user study was employing an

actor instead of letting two participants collaborate together.
While we decided to employ an actor to control some of the
random variables, it would be also interesting to conduct a
future study by recruiting participants in pairs to observe any
significant changes upon user preference and other aspects of
the user experience. This is especially essential for a remote
collaboration system as it involves random pair of users in
the real world, and it may also help identifying the issues on
the local host side.
The prototype system implementation also had certain

limitations that would need improvement in the future stud-
ies. One of the obvious issue was the visual cue offset and
3D scene quality that was directly influencing the user expe-
rience. More accurate calibration and a better reconstruction
of 3D scene could be worth for further development. An-
other limitation was the height offset in 360 mode as the 360
panorama camera was mounted on top of the MR headset
resulting the viewpoint of the remote guest being slightly
higher than the local host. While this was not a huge problem
in the user study, it would be useful to further investigate
how to compensate the height difference between the two
users.

7 CONCLUSION AND FUTUREWORK
In this paper, we proposed a novel MR remote collaboration
system that integrates 360 panorama video and 3D recon-
structed scene. The system allows switching between 360
and 3D modes to introduce variation to solve collaborative
tasks. A user study was conducted to evaluate the advantage
and limitation of each mode independently, as well as to
solicit feedback on merging both modes into a single system.
The results showed that participants preferred having both
360 and 3D modes, as it provides variation in controls and
features from different perspectives. Participants reported
that the main benefit of being able to switch between modes
was that they were able to enjoy focusing on performing

their own task in 3D mode, while better understanding the
partner’s focus in 360 mode. They were also be able to take
over the movement controls at any time for different tasks
in different situations. While comparing between 360 mode
and 3D mode, there was some slight evidence supporting
the preference of 360 mode due to the easier communication
and understanding of the partner in the experiment.

We note that there is a need for further investigation with
a larger number of participants and in pairs, as well as revis-
ing the task set-up to be less reliant on factors that can be
influenced by different lightning. Recruiting participants in
pairs will also help further investigating social presence and
communication behaviours. Adding other visual cues such as
drawing annotation, and full body avatars [2, 15, 27, 29, 31]
in the 3D scene would be interesting to explore in the fu-
ture, as well. We would also like to explore the suggestions
from participants such as having a static live video inset
representing the local host user’s perspective or a transition
effect for switch between modes. We expect that conducting
further studies with different set-ups and improved system
features would build a stronger implication towards a MR
remote collaboration system combining 360 videos and 3D
reconstruction that will become a new form of approach for
telecommunication and remote collaboration in the future.
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