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ABSTRACT 
This workshop aims to unite experts and practitioners in XR and 
AI to envision the future of AI-enabled virtual, augmented, and 
mixed reality experiences. Our expansive discussion includes a 
variety of key topics: Generative XR, Large Language Models (LLMs) 
for XR, Adaptive and Context-Aware XR, Explainable AI for XR, 
and harnessing AI to enhance and prototype XR experiences. We 
aim to identify the opportunities and challenges of how recent 
advances of AI could bring new XR experiences, which cannot be 
done before, with a keen focus on the seamless blending of our 
digital and physical worlds. 
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1 INTRODUCTION 
The advent of generative AI, large language models, and new foun-
dation models in computer vision have fostered numerous techno-
logical innovations in AI research and its applications. However, 
interface design and interaction with AI technologies is predomi-
nantly confned to graphical user interfaces (GUIs) on computers 
or smartphones. We believe that the next step in Human-AI In-
teraction should be oriented towards "real-world" AI interfaces, 
where the AI technology naturally and seamlessly integrates into 
our everyday life by blending bits and atoms. By blending AI with 

Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for proft or commercial advantage and that copies bear this notice and the full citation 
on the frst page. Copyrights for third-party components of this work must be honored. 
For all other uses, contact the owner/author(s). 
UIST ’23 Adjunct, October 29–November 01, 2023, San Francisco, CA, USA 
© 2023 Copyright held by the owner/author(s). 
ACM ISBN 979-8-4007-0096-5/23/10. 
https://doi.org/10.1145/3586182.3617432 

extended reality (XR), we can enable human-AI interactions that are 
more physical, spatial, and context-aware, beyond the limitations of 
current GUI-based interfaces. However, despite immense potential, 
the integration of XR and AI has barely been investigated yet.We 
believe it is a critical future direction in HCI research and there is 
need to build, connect, and grow a community around these shared 
domains to collectively push the boundary of AI-XR research. 

The goal of this XR and AI workshop (https://xr-and-ai.github.io) 
is to bring XR and AI researchers together to gather insights, fa-
cilitate collaboration, and shape the future of real-world-oriented 
human-AI interaction research. In particular, we aim to develop a 
strategic roadmap for future directions, which will, for instance, 
defne key research questions, explore new application domains, 
and identify the challenges and opportunities in AI-XR research. 
But foremost, this workshop will bring together a research com-
munity that will collaborate on this focus in the future. Finally, we 
plan to establish the groundwork for a reference paper to inform 
future research and to initiate a proposal for follow-up activities, 
like workshops and seminars, to continue growing the momentum 
towards these research eforts. 

2 PERSPECTIVES OF INTEREST 
This workshop welcomes HCI researchers and practitioners in XR 
(VR/AR/MR), AI, machine learning, and computational interaction 
domains to share diverse perspectives and expertise. There are 
several domains that are not fully explored yet in the literature of 
XR and AI [5]. We plan to discuss the topics that include but are 
not limited to the following areas: 

Generative XR. We explore the integration of generative AI for 
XR applications. For instance, by leveraging the recent advances 
in image generation such as GAN and Stable Difusion, there is 
a vast potential to transform various aspects of XR interactions, 
such as content creation [9] 3D and avatar animation [1], and 
immersive environment design [3]. Generative XR is not limited 
to image generation, but can be integrated with generative AI for 
text, motion, video, and 3D object as well. In particular, we are 
interested in understanding how generative AI can leverage the 
unique physical and spatial aspects of XR applications, such as 3D 
scene understanding and spatial and tangible interactions. What 
are the challenges and possibilities in such integration? 

LLMs for XR. LLMs for XR focus specifcally on the exploration 
of large language models to augment mixed reality experiences. 
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Languages are an important part of XR experiences, including in-
person communication [7, 10], physical document reading [6], and 
language learning. How can we leverage the LLMs to naturally 
augment such interactions, instead of explicitly typing questions 
on the screen? Beyond text-based interaction, what kind of new 
applications are possible by integrating the recent advances in 
multi-modal LLMs to XR environment? 

Adaptive and Context-Aware XR. Adaptive and context-aware 
XR focuses on the development of XR interfaces that seamlessly 
blend into the user’s everyday environment [4, 8]. Current research 
investigates how computational methods from optimization and 
machine learning can be leveraged to create XR interfaces that 
understand and adapt to the context of users and their environment. 

Explainable AI for XR. Explainable AI for XR addresses the grow-
ing need for user-friendly interfaces that help users understand, 
customize, and interact with mixed reality applications [14]. It in-
volves creating prototyping tools aimed at making XR experiences 
more accessible and understandable. The challenge is how to en-
able non-technical users to author adaptive behaviors and how 
conventional interface prototyping methods can be adapted for the 
development of adaptive XR. 

Prototyping XR with AI. As XR interfaces become more acces-
sible to end users, lowering the barrier to design and develop XR 
applications becomes increasingly critical [12]. Current tools pri-
marily focus on developing applications and experiences for static 
contexts. Therefore, a major challenge lies in enabling non-technical 
users to author adaptive behaviors [2]. This is particularly crucial 
in the development of tangible interfaces, which could unlock sig-
nifcant potential for immersive XR experiences [11, 13]. 

Other XR x AI Topics. We also welcome any possible XR and 
AI themes, such as intelligent interaction techniques, AI-enabled 
accessibility in XR, new evaluation methodologies, and real-world-
oriented human-AI interaction. 

3 WORKSHOP FORMAT AND PLANS 
Introductions and Lightning Talks. The organizers will kick of 
the workshop with introductions and each participant’s lighting 
talks highlighting their related research experience. To start com-
munity building, we will also facilitate pre-workshop engagement 
to cultivate and propose an initial set of themes. We also invite 
a couple of speakers who will deliver presentations to provoke 
further discussions. 

Theme Organization and Discussion. Participants will collec-
tively extrapolate themes from the presentations and shared read-
ings. The discussed themes will be combined with the initial set of 
topics developed prior to the workshop to serve as guiding direc-
tions for the frst round of discussions. Once a preliminary list of 
discussion topics has been defned, each topic will be assigned a 
‘table.’ During the session, participants will rotate between tables 
to engage in focused discussions of topics of their choice. One par-
ticipant at each table will be designated as the discussion mediator, 
whose responsibilities will involve guiding and documenting the 
discussion. The second session on theme organization will begin 

with lightning talks by the discussion mediators summarizing ear-
lier conversations. Participants will then collectively revisit the 
discussion topics, reorganizing accordingly based on the results of 
the frst session and expert perspectives. With the refned list of 
topics, the remainder of the session will follow the same format as 
the frst round of discussions. 

Defining Future Challenges and Research Directions. In this 
fnal discussion session, we will begin by regrouping and refning 
the list of discussion topics based on the results of the discussion 
sessions. The fnal workshop session will focus on summarizing the 
workshop fndings and defning next steps. First, the organizers will 
provide a recap of the workshop activities, including the defned 
themes from the pre-workshop activities and a summary of the 
morning and afternoon discussion outcomes. The foor will then be 
opened for participants to contribute their refections on the work-
shop discussion. A fnal discussion will be held around potential 
future directions, such as follow-up workshops and publications. 

4 ORGANIZERS 
Ryo Suzuki is an Assistant Professor in the Department of Com-
puter Science at the University of Calgary. His research interests 
focus on augmented reality and tangible user interfaces. His re-
search aims to transform everyday environments into dynamic 
physical and spatial media with the power of AI and AR. His web-
site is https://ryosuzuki.org/. 

Mar Gonzalez-Franco is a Research Manager at Google, where she 
leads Blended Interaction Research and Devices (BIRD) group. She 
has pioneering research in the feld of extended reality in various do-
mains such as human perception of virtual avatar, haptic interfaces 
for VR, multi-device interactions for XR, and ML-enabled novel 
experiences. Her website is https://margonzalezfranco.github.io/. 

Misha Sra is an Assistant Professor in the Department of Computer 
Science at the University of California, Santa Barbara, where she 
leads the Human-AI Integration Lab. Her research interest lies at the 
intersection of XR and Human-AI Interaction, focusing specifcally 
on interfaces that augment human physical capabilities, AI-infused 
XR interfaces, and human-AI creative collaboration. Her website is 
https://sites.cs.ucsb.edu/~sra/. 

David Lindlbauer is an Assistant Professor at the Human-Computer 
Interaction Institute at Carnegie Mellon University where he leads 
the Augmented Perception Lab. His research focuses on creating 
and studying enabling technologies and computational approaches 
for adaptive user interfaces to increase the usability of AR and 
VR interfaces, with applications in casual interaction, productivity, 
health and robotics. His website is https://davidlindlbauer.com/ 
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