Look over there! Investigating Saliency Modulation for Visual Guidance with Augmented Reality Glasses
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Figure 1: Overview on real-world guidance using saliency modulation in Augmented Reality glasses. (Left) The main steps of our approach that modulate the real world (A) by capturing the scene with an eye-aligned scene camera (B). Applying a mask (C) and a real-time saliency modulation image displayed in the AR glasses (D) allows for changing the perceived scene (E). (Right) (A) Original (un-modulated) scene with insets showing the saliency and example gaze path of study participant. (D) Overlay displayed in the optical see-through AR glasses. (E) Resulting scene when seen through the AR glasses with saliency modulation applied. Insets in (E) show the saliency and example gaze path of study participant. The white arrow pointing out the emphasised area is for illustration only.

Abstract
Augmented Reality has traditionally been used to display digital overlays in real environments. Many AR applications such as remote collaboration, picking tasks, or navigation require highlighting physical objects for selection or guidance. These highlights use graphical cues such as outlines and arrows. Whilst effective, they greatly contribute to visual clutter, possibly occlude scene elements, and can be problematic for long-term use. Substituting those overlays, we explore saliency modulation to accentuate objects in the real environment to guide the user’s gaze. Instead of manipulating video streams, like done in perception and cognition research, we investigate saliency modulation of the real world using optical-see-through head-mounted displays. This is a new challenge, since we do not have full control over the view of the real environment. In this work we provide our specific solution to this challenge, including built prototypes and their evaluation.

CCS Concepts
- Human-centered computing → Ubiquitous and mobile computing systems and tools; Human computer interaction (HCI); Mixed / augmented reality.
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1 Introduction

Using optical see-through Augmented Reality (AR) glasses for visual guidance applications is an obvious example for the utility of AR technology. Early applications and research prototypes usually depict scenarios with bold graphical elements overlaid on top of the user’s view. However, for an effective, efficient, and satisfactory user experience we would benefit from a more subtle overlay even using existing visual cues to guide users’ visual attention. Visual saliency, “the distinct subjective perceptual quality which makes some items in the world stand out from their neighbours and immediately grab our attention”¹ is a potential solution and a research topic that has attracted research from various areas—in particular researchers in perception and cognition, creating an understanding and models for visual saliency as a quality for certain regions to stand out or attract more attention compared to others. Large parts of this research are driven by utilising eye-tracking technology that allows investigating this effect. Computer Vision and Neuroscience research later tried to compute so-called saliency maps that approximate the visual saliency of a scene or of a given image [23]. This research converged into approaches that were able to even predict human gaze for specific scenes [10, 28]. All this research highlighted the value of visual saliency and validated the general concept.

Based on the established understanding of visual saliency, researchers started to explore approaches that aimed to change the user’s perception of images in video footage by modulating the visual saliency of it. The key idea was to modulate parts of the footage to attract the user’s attention or reduce the saliency of certain parts, making them stand out less. Most of this research has been implemented using offline image manipulation techniques before being shown to study participants [15, 43, 53, 63].

Researchers have considered AR as an interface technology that could apply saliency modulation to the real world [6, 63]. However, these considerations were mainly conceptual. If realised, it could be used for visual guidance introducing less visual clutter while protecting the actual context. Possible applications are in aiding visual search, acting as a subtle reminder, and would open up many other applications including influencing attention. Unfortunately, existing works come up short in fulfilling the promise of real-world modulation using AR technology. Primarily, because they demonstrate saliency modulation not via an AR device or AR overlay but directly change the appearance of image or video material [3, 63] which is often done offline and displayed on standard monitors. This is far from envisioned application or usage scenarios. Even when using video see-through head-mounted displays (e.g., immersive HMDs equipped with external cameras), something that we have not seen fully implemented yet, one would decouple the user from directly viewing the real world and reducing the fidelity of the world towards the specifications of the displays and cameras used. Whilst this enables complete control over what the user sees and modern devices can match some properties of the human eye (e.g., The Varjo XR-1 can match human foveal vision at the center of it’s display), it introduces other issues. For example, the need to completely reproduce all light seen by a user, match many properties of the human eye, and introduces concerns around constrained field of view, reduced social cues (such as eye contact), and safety concerns.

In this work, we go a different, more challenging way by exploring saliency modulation via optical see-through head-mounted displays (OSTHMDs). Instead of applying image manipulation to image material shown to the user or decoupling the user from the real world by showing manipulated camera footage. OSTMHMs are conceptually similar to traditional glasses because we can directly see the world in full fidelity but also see a digital overlay shown via the OSTMH. This potential is highlighted by the industry investments in devices such as Microsoft’s Hololens, Magic Leap or Snap’s newest Spectacles among others who all follow this concept. Unfortunately, OSTMHMs bring their challenges. Relevant for this project is that we can only add (and not subtract) light to a scene (similar to projectors) and the challenge to precisely align the overlay with the real world.

This paper presents our research that takes inspiration from earlier work utilising OSTMHMs as vision aids [29, 46] and previous work on saliency modulation on images and videos [63]. We present our investigations on using OSTMHMs to modify visual saliency of the physical world (see Figure 1).

In summary, our contributions are a) the overall exploration of visual saliency modulation via OSTMHMs, b) the development of a saliency modulation algorithm considering the specific workings of OSTMHMs and their prototypical implementation in different lab prototypes. Finally, c) as our main contribution we present the result from studies that evaluated the general feasibility and efficacy of our approach using different prototypes. Our insights result from a combination of saliency analysis, eye tracking, and user questionnaires explored in prototypes with a different level of control.

To the best of our knowledge, saliency modulation has never been explored on OSTMHMs before and our work is an important step in advancing saliency or similar modulations of the physical world. It takes them away from studies that applied less constrained image manipulations displayed on a screen, and towards practical systems with many applications in Augmented Reality, Vision Augmentations, Augmented Human, and HCI.

2 Background

Our work involves several different areas of research, such as the general concept of visual saliency, attention modelling, and saliency modulation, which we will briefly introduce in the following sections, focusing on the most relevant works.

Visual Saliency

Early work in cognitive psychology has given evidence of a relationship between the properties of a scene and the attention applied to it. Treisman and Gelade have shown how various features are processed in parallel across the visual field, and that attention is based on these features to process them into complete objects [60]. This feature-based process is commonly referred to as bottom-up saliency. It describes the influence of aspects of a visual scene upon where attention is placed, regardless of conscious influence. The other commonly given aspect of saliency is top-down saliency that describes the influence of conscious effort and goals on where attention is focused on.

¹http://www.scholarpedia.org/article/Visual_saliency
Koch and Ullman proposed a biological model in which the various features being processed in parallel are combined into a singular map that shows the impact of the individual features as a saliency map [26]. Computer vision techniques have been used to model and compute saliency maps to better understand and utilise saliency. Itti et al. proposed one of the first and most well-known maps [23] that builds on the biologically plausible model of Koch and Ullman [26] but since then other saliency maps have been proposed [17, 45, 59]. More recent approaches integrated gaze maps into their models for computing saliency maps with gaze maps showing how much attention will be placed on various areas in images and videos. Examples include SAM-ResNet [10] and MSI-Net [28] for images or Wang et al.’s network for videos [66]. These approaches are tested against datasets of real users’ attention, such as CAT2000 [7]. All these models for saliency and visual attention are bottom-up approaches and do not consider conscious influence.

**Visual Attention Guidance**

Attention guidance has seen a large amount of research due to it having application in many areas such as guiding users through digital information such as webpages [44], aiding order picking in industrial tasks [50], or general in training [52] to only name a few. Many of these techniques for visual guidance use colour adjustments. Azuma et al. demonstrated the use of coloured edges to aid with reading [2]. Nguyen et al. directly replaced colours in desired areas using a graph network [41], whilst Mateescu et al. created a computationally simpler hue shift also to achieve a noticeable colour shift [35]. Changing colours can also be combined with changing other elements such as adjusting the size, the position of elements [44], using graphical elements (e.g., arrows [30]), or changing the structure or shape of elements (e.g., 3D models [25]).

Another method proposed for visual guidance is a subliminal flicker effect or other lighting effects. Bailey et al. first demonstrated this when they varied luminance in the periphery of views to draw attention [3]. It has subsequently been applied to assist search performance [37, 64], storytelling [49, 65], and training [52] on both displays and in virtual reality [13, 49].

Many Augmented Reality techniques use visual guidance techniques. In the context of projector-based AR systems, spotlight systems have been demonstrated [6, 58] while other approaches used techniques such as the AR tunnel using visually overlaid AR arches that act as a tunnel, directing users to a 3D location [4, 5, 50].

Common to all these methods is that they focus on drawing maximum attention which often comes at costs in scene understanding as the techniques often hide or distort other important scene elements.

Saliency modulation also emerged as an approach to guide users’ attention or highlight scene elements. Most of the works are screen-based in the sense that they manipulate visual media such as images or videos displayed on standard screens. These existing works looked into different parameters for modulating the saliency of a scene. For example, Kokui et al. and Takimoto et al. applied colour shifts based on saliency maps [27, 57] whilst other approaches looked at modulating the spatial frequency [56] or texture power maps [53]. We have also seen approaches combining colour and intensity modulation using a saliency maps [15, 51], the introduction of subtle blur effects to modulate the visual saliency [16], or the usage of genetic algorithms [43]. More recent approaches combine different parameters affecting visual saliency including, blurring, intensity, saturation, and contrast [55]. Another means to introduce visual guidance could be foveated rendering techniques such as [24, 39] to provide guidance based on focus, similar to that of blur effects. However, this has not yet be demonstrated.

**Visual Saliency Modulation for AR**

Saliency has been used in AR, initially to place visual information based on saliency so that they do not distract the user from important scene elements [12] but saliency modulation is mainly used for guiding the user. For example, Lu et al. demonstrated how the visual saliency of AR content could be increased to aid users searching for it [31–33]. Another example is the work by Ahn et al. who globally increased the visual saliency to improve the readability of AR screens [1] and to have virtual objects stand out even more which is relatively simple. They do not change the saliency of the real world through AR as aimed at in our work. Some earlier work looked at using Camera-Projector AR systems to adjust saliency [58]. Most notably, the work by Ueda et al. proposed an approach using calibrated projectors and synchronised glasses with focus tunable lenses to guide the users [62]. The idea is that the glasses do a full focal sweep and a part of the scene is lit by the synchronised projector when in focus and other parts when out of focus. While demonstrating impressive visual results, the actual effectiveness as a means of gaze guidance was not demonstrated with users, instead evaluating comfort and usability, and relies on the complex and impractical interplay of external projectors and worn focus tunable lenses.

The most related work to ours is that by Veas et al. [63] and Mendez et al. [38] who looked at achieving subtle visual guidance using saliency modulation on images and videos. However, whilst their general aim does align with ours in modulating the saliency of the physical environment they eventually only demonstrated manipulation of video footage, applicable only to video see-through HMDs and as such putting it’s technique closer to prior work in visual attention guidance and not being applicable to current OSTHMDs.

To conclude, there is generally a good understanding of the relevance of bottom-up saliency and its importance for scene understanding. This has been shown with works modulating the visual saliency in images or videos displayed on a screen. Works exploring practical usage of saliency modulation or even saliency modulation of the real world to guide users are mainly in a conceptual stage or use projectors to change the appearance of the real world (spatial AR). In our work, we are targeting the most promising, but also most challenging saliency-based guidance: Saliency modulation of the real-world using optical see-through head-mounted displays. These head-worn displays are often envisioned to be pervasive in the future and are more related to traditional glasses that users can see their environment through optical glasses, but they can still perceive visual overlays using half-transparent displays.

### 3 Saliency modulation in Augmented Reality glasses

The core idea of our work is to explore visual guidance by modulating the saliency of the physical environment using OSTHMDs...
normally used for traditional AR. So far, existing techniques for saliency modulation have only been demonstrated on videos that have been displayed on standard monitors. While providing interesting insight into human perception, this is not applicable for our envisioned real-world application scenarios. More importantly, these approaches would not work on current OTHMDs because of the differences in how the overlay is displayed to the users (e.g., optically blending virtual overlays, inability to subtract light). In current OTHMDs, we can only show information by adding light (additive) while interactive state-of-the-art saliency modulation techniques shown on videos (e.g., Veas et al. [63]) always assume full light control (additive and subtractive). The consequence of not being able to subtract light diminishes the effect when using the original approaches (See Fig. 2). Whilst research is being done to create devices capable of subtracting light [20], and commercial devices are in development, current solutions introduce new issues such as heavily reduced light transmission [22].

3.1 Environment modulation in OTHMDs
Beside the fact that OTHMDs can only add light to the scene, we also face the issue that we need to precisely modulate the environment. More specifically, we need to firstly capture the scene as perceived by the user to understand the physical environment. Secondly, we need to align the computed modulation with the physical world as seen by the user. Off-the-shelf OTHMD are not capable of achieving this, as they only integrate off-axis cameras that cannot truly capture the world from the users perspective leading to miss-registration and consequently not allowing us to achieve the desired effect. Solving this required us to create custom OTHMDs taking inspiration from earlier works on Computational Glasses originally aimed at addressing Colour Vision Deficiency using OTHMDs [29, 54] which in itself used concepts from Steve Mann’s EyeTap [34]. The key is to integrate a scene camera into the OTHMD, virtually placed at the position of the eye via a beamsplitter (See Fig. 3). The beamsplitter reflects a portion of the scene as seen by the user towards the scene camera. In our work, we use 50/50 beamsplitters; however, depending on the camera used and the sensor sensitivity, other ratios will work as well (e.g., 90/10, requiring more sensitive cameras).

The system is calibrated such that it captures the environment as seen by the user via the scene camera, processes the captured environment image to compute an overlay, which when displayed on the OTHMD aligns correctly with the physical world. As the scene camera cannot be adjusted accurately enough to meet every individual’s eye a further software calibration is required. We use a modified version of the well-known SPAAM approach [61] which we extended to calibrate the scene camera alongside the manual eye-display calibration for each user. We emphasise that this approach does not require spatial tracking, commonly seen in the newest generation of commercial OTHMDs. In fact spatial tracking would not help much as it tracks the device within a world (with centimetre or millimetre accuracy) while we are able to directly modulate the users view with pixel-precision being dependent only on an observation of the scene and not the user’s pose within it. Similarly, the implicit 3D reconstructions commonly created for spatial tracking are too coarse to be of use for a precise modulation of the environment.

3.2 Saliency Modulation via OTHMDs
As stated before, existing approaches for saliency modulation do not consider OTHMDs but mainly manipulated video images giving full control of each pixel. Instead, our approach interactively computes a modulation that when displayed in the OTHMD aligns with the real-world and modulates its saliency (See left Fig. 1).

While even naïve overlays, such as a rendered frame, affect the saliency of a scene, we are looking for a more subtle effect that uses all parameters affecting visual saliency such as colour, orientation, size, motion, and depth [67]. But, because we can only modulate the light entering the eye from the environment, we cannot change some other aspects (e.g., size of an object or motion). Related works usually apply a selection of changes in contrast (blur or sharpening), (de)saturation, or changing the lightness of objects [63]. Whilst some researchers have looked to directly change the hue of an object entirely, we chose not to utilise this effect as it can cause confusions and clutter [36, 41].

Our implementation uses an algorithm combining a set of components based on those described to work in the literature, that can influence saliency whilst considering that they can only be

Figure 2: Differences in saliency modulation methods not considering additive only properties of OTHMDs exemplified by our implementation of the algorithm by Mendez et al. [38] (insets for details): (A) Full colour control allows increasing the saliency of some image elements (e.g., silver car) while decreasing the saliency of other elements (e.g., black car). (B) Modulation using only the additive components fails to demonstrate the full saliency modulation. (C) Visualisation of required additive (red) and subtractive (blue) modulation necessary to highlight the silver car showing the majority of image areas are modulated by subtractions that are not possible in OTHMDs.
applied by adding light. In the following, we assume that the reader is familiar with the conceptual properties of colour spaces such as RGB, HSV, and Lab.

The earlier work by Veas et al. [63] utilised the method of Mendez et al. [38] which only looked to adjust lightness \( L \) then shift opponent colours, \( RG, BY \) to effect conspicuousities in Lab space thereby simply creating a contrast shift. Unfortunately, our experiments showed that their algorithm strongly relies on darkening image regions that are not of interest and consequently fails to achieve the desired effect in OSTHMDs where this is not possible (see Fig. 2). As our modulation has to be purely additive, we modulated several components in our algorithm. To this end we include saturation increasing and decreasing, a contrast increasing and decreasing, blurring, and sharpening. Each of these components has been used previously for modulating saliency within images shown on normal screens [16, 32, 55, 57], combining them to achieve saliency modulation when reducing environment light per pixel is not possible (e.g., OSTHMDs or Heads-up displays) is novel. We are basically replacing saliency modulations that mainly adjust lightness by utilising other factors that affect visual saliency.

Within our implementation, for each component we define a parameter \( p \) used to adjust the degree of modulation. For the saturation component of our algorithm, we set the \( S \) component of the colour in HSV colour space to \( \text{max} \) for increasing saturation, and \( \text{min} \) for decreasing. For contrast we use a sigmoidal contrast function with \( \beta = 10 \) and \( \alpha = 0.5 \) to increase contrast. To decrease it we then use the inverse of the function with the same parameters. To adjust the output of saturation and contrast modulations to the parameter level \( p \) we subtract the original value from the modified to get a \( \Delta \) vector which we then scale by \( p \). To blur the image, we applied a common Gaussian blur with \( \sigma = p \), and in order to sharpen we use an sharpening filter scaled by \( p \). We report later on how we established the values for the parameter \( p \) adjusting the strength of the modulation. As all components can still produce negative values, which will have no effect within OSTHMDs but will be relevant when simulating the effect on normal screens, we also take \( \Delta \) for the blur and sharpening components clamp all \( \Delta \) to ensure they contain no negative values before being added to the original image for simulation or displayed on the OSTHMDs. Overall, our implementation utilises GLSL and the performance is only limited by the camera update rate (41 fps). In fact, first experiments showed sufficient performance even on mobile hardware with a less capable GPU. Therefore we believe it is reasonable to expect that our approach will run sufficiently on future AR glasses with integrated computing units.

### 3.3 Prototypes

We implemented our approach for real-world saliency modulation using OSTHMDs in several prototypes. These were created for use in our later user studies.

**Stereoscopic prototype**

In order to enable participants to perceive modulations directly through the Computational Glasses, we built a non-mobile stereoscopic prototype. This prototype utilised an Epson Moverio BT-300 and integrated a 50/50 beamsplitter in front of each eye. Two Point Grey Blackfly cameras were used as scene cameras. We decided for the BT-300 because its OLED display is known to cover almost the entire RGB colour space unlike devices such as the MS Hololens. This prototype was mounted in a stabilising frame and a chin rest was included to enable participants to maintain a comfortable head positioning. We integrated the saliency modulation approach described in the previous section into our stereoscopic prototype and were able to successfully modulate saliency. In order to evaluate the efficacy of our saliency modulation approach, we added a Pupil Labs eye tracker to be able to track the users gaze. While achieving good visual results, upon initial testing we found that due to our specific setup and the nature of using a retrofitted eye tracker the eye tracking accuracy is lower than HMDs with fully integrated eye trackers. We considered using alternative OSTHMDs that already include built-in eye tracking, e.g., Hololens 2 or

![Stereoscopic prototype](image-url)

**Figure 3**: Two of the prototypes developed for this project. (Left) Stereoscopic prototype with the main components highlighted. (Right) Bench prototype (mono) with user perspective camera capturing the image through the AR glasses also showing the beamsplitter and scene camera. This allows for a more controlled study environment.
Magic Leap One. Unfortunately, their integrated displays have a very limited colour space and suffer from low colour correctness and chromatic aberrations which became immediately obvious in our tests. Consequently, using those devices was not an option either, as they would not allow to display correct colours as required for the environment modulation.

User-perspective bench prototype

Our second prototype addresses the identified shortcomings of the earlier prototype, mainly the reduced eye tracking quality (Please note that this is only needed for performing user studies using eye tracking). This prototype again used a modified Epson Moverio BT-300 as an OSTMMD and integrated a 50/50 beamsplitter to reflect a portion of the incoming environment light towards the scene camera (Point Grey Blackfly). However, instead of the user looking directly through the setup, we placed a camera at the position of the user’s eye (we used a Sony A7M3) as a user-perspective camera. The output of the camera can either be saved or directly be further processed by accessing its output via HDMI. To address the low quality eye tracking in our first prototype we stream the actual view of the user-perspective camera through the OSTMMD to a VR head-mounted display with integrated eye tracking (HTC Vive Pro Eye) where the camera image is displayed on a plane in the VR scene. VR has often been used in the past to simulate AR interfaces but here we use it to show the output from actual OSTMMD AR glasses instead of a VR simulation of AR. In a similar fashion, user-perspective cameras have been commonly used for evaluating optical devices.

The advantage of this approach is that we could utilise the high-quality eye tracking of the used immersive VR HMD while also guaranteeing a good calibration (because we calibrate for the camera) and guaranteeing the same quality of calibration for all participants. This eliminates a large number of possible confounding variables. In particular the calibration of OSTMMDs for actual user’s eyes often proves problematic as calibrations are very individual and verification of the quality is hard, introducing at least one confounding variable. Similar prototypes are commonly used for that reason.

3.4 Image data-set

For our study, we sourced images of indoor and outdoor scenes from the CAT2000 dataset. We used this dataset as it provides eye-tracking data and saliency maps that we used for identifying areas for saliency modulation and testing. We selected suitable images for our studies by identifying images depicting a distinct object or set of objects of decent size that could be enhanced, which only showed small amounts of initial gaze attraction according to the eye gaze and saliency maps provided.

Although we had eye-tracking data from the CAT2000 dataset, we also took data from 5 people looking at each image in our particular study environment and used this to inform our final selection of areas to emphasise. Final areas were selected as areas that 1-2 people looked at but not more so that we could expect some fixations to analyse in both conditions but still had room to see if we could increase the attention paid to an area. Finally, we also selected a few images that we considered challenging because they are generally highly salient throughout, with many very salient image areas. We used these as almost worst-case scenarios as we would need to detract from very salient image areas.

4 Selecting modulation levels

Validating saliency modulation is traditionally done by analysing gaze data. However, as for most other existing approaches of saliency modulation not aimed at OSTMMDs [38, 63], we needed to first identify a suitable level of saliency modulation so we explored the parameter space of our algorithm and looked at the effect according to study participants.
In the following, we describe this study with the main purpose of finding suitable parameters. For this study, we look at normalising the effect of each individual component affecting saliency (i.e. saturation, contrast, blur and sharpening) as each could work drastically differently. We choose to do this based on users’ responses and so devised a study where participants set levels for each component, looking for the adjustment levels where the differences first became noticeable (Just Noticeable Difference, JND), once it was having a notable effect (Notable Difference, ND) and the point at which it became distracting to the user (Distracting Difference, D). This provides adjustment levels for our algorithm at which each component would start to have an effect, where the effect was clearly working and where it was over-tuned and causing a detrimental effect. We then linearly combined these results to create one modulation parameter. One could argue that this linear combination is not representing the complex interactions between the components. However, building better models to describe the complex interactions is a research topic on its own and is beyond the scope of this work.

Design: We designed an experiment to test the effect of manipulating each component (i.e. saturation, contrast, blur, and sharpening) within a certain min-max range [0-1]. Our goal was to identify a parameter range for each component representing three different levels: Just noticeable, Notable, and Distracting. We did this for each component separately. The study design was approved within the regulations of the human ethics committee of the University of Otago.

Apparatus: For this study, we seated users in front of a monitor without any of our prototypes, where the image modified by the parameter was shown. We placed a dial, that was used to adjust the level of parameters, and a number pad in front of them. The number pad had labels placed on the relevant keys for running the study (reset, set, none) and the rest of the keys were covered with a single cover to prevent their use.

Procedure: After signing a consent form and completing a demographic questionnaire collecting information on age, gender, and vision impairments (colour and refractive), each participant was seated in front of the monitor and was informed about the study procedure. They were also given the instructions and relevant definitions as text which they were asked to read. Once the participant understood the procedure and had no questions the study was started.

For the actual study the participant was shown a random image with a random component selected. They were asked to adjust the dial until the effect was just noticeable then press the ‘set’ key, or the ‘none’ key if they could not find a value that they believed met the definition. The image was then removed and they were asked to reset the dial. This was then repeated for the notable and distracting levels. The user could reset the values for all levels on that image at any stage. Each participant was asked to set values for each component twice.

Participants: For this study we recruited 10 participants (6 male, 4 female, 20-51 years old \( \bar{x} = 29.5 \)). We excluded participants having colour vision deficiency or vision not corrected to normal.

Outcome: This study allowed us to empirically determine the meaningful range of the modulation parameter \( p \) under which the effects of each component can be compared/normalised, and we can expect behaviour to be similar so we can use it to select a singular, combined level across all parameters. To define our final, singular modulation level \( p \), we took the mean JND and ND for each parameter (See Fig. 4) and linearly interpolated between the levels. We used 5 steps. Using our bench prototype, we took images of each of our test images and simulated the levels of modulation on them.

We then looked at the changes in the saliency maps and colour shifts and selected the level of our parameters providing a strong response in the corresponding saliency maps while maintaining minimal noticeability (See Fig. 5) and used them in our follow-up studies.

Parameter Levels Transfer to OSTHMD: While we estimated our parameters on a simulation, this provided us with a saliency map for each degree of noticeability. Meaning, when applied on a different display in the same additive manner, we expect that similar saliency maps will be rated on a similar level of noticeability, allowing scaling of the displayed output to match the desired results. Due to health and safety restrictions for COVID-19 we were limited in our ability to run studies. As such, rather than run further studies to set levels in OSTHMD we choose to utilise these values for our OSTHMD settings. In order to ensure that our values could be as accurate as possible on the OSTHMD we compared the saliency maps from the simulated images on the screen to images taken through the bench prototype. We looked to scale the output on the OSTHMD due to the different contrast produced, until we found the closest output.

5 Main Efficacy User Study

After empirically identifying the main parameter for our saliency modulation, in this main study, we aimed to investigate the effect when modulating the saliency of the environment by way of AR glasses. Similarly to previous studies investigating saliency modulation of images\cite{16, 36, 40, 63}, we were interested in recording and analysing gaze data. Here, we were in particular interested in the differences between the gaze data of participants looking at the original images and the gaze data of participants looking at the images when saliency modulated by our AR glasses as this provides insights about the effect of gaze redirection.
Design: We designed a within-subject study to investigate the effect of saliency modulation using our approach. Participants observed views of the images from the image data-set in each of two initial conditions (unmodulated and saliency modulation via AR glasses) in randomised order.

For each image, we collected the user gaze data and asked participants to rate the image’s Naturalness, Obstruction, and Quality on a Likert-like scale from 1-7. In these conditions, we evaluated the time until the first fixation on a target area, the explored area of the image, and the number of participants who fixated on said area, and the answers to the questionnaires.

After participants viewed and rated all images in both conditions, they were again shown views of the images in a third condition (condition 3: “circles”). In this condition, the images had a circle overlay displayed on the AR glasses around the highlighted area, as an example of traditional guidance in AR. We included this condition to explore how our modulation affects the user’s gaze behaviour compared to a traditional AR overlay (showing a circle to highlight an area of interest). In our preliminary tests, we observed that this condition had a strong anchoring effect on participants, affecting their gaze patterns whenever they were exposed to the scene again. We thus opted to show this condition last instead of fully randomising the order in which the participants experienced the three conditions to avoid biasing the results. In this condition, we only collected the participants’ gaze data and evaluated the explored area of the image.

Our independent variable was the modulation state of the image with the three conditions: 1) “Unmodulated”, 2) “Saliency modulation via AR glasses”, and 3) “Circles”. See Fig. 7 for examples of each condition.

When asking about the naturalness and obstruction we provided definitions for each word that steered participants towards the requisite measures. This was due to the variability of the definition of such words and to prevent participants from taking drastically different views. We, however, left quality undefined to prevent biasing towards certain aspects of the images, preventing reporting on others. Our provided definition for naturalness was: “having undergone little or no processing” and for obstruction was: “noticeable or prominent in an unwelcome or unwanted way”. The study design was approved within the regulations of the human ethics committee of the University of Otago.

Apparatus: Given the lower accuracy of the external eye tracker in the stereoscopic prototype we opted for our first study to use our bench prototype showing the actual view through our OSTMHD prototype in VR (See Fig. 6). This enables us to utilise high-accuracy eye-tracking whilst providing a more controlled environment where we can overcome the confounding variables such as the eye display calibration quality.

For the VR environment, we created an unlit virtual room with black walls into which the user was placed. They then had a virtual screen placed in front of them that covered a 40° angle. The screen was always placed directly in front of the user and maintained its visual position relative to the HMD’s location throughout the study described later. On that screen, we showed the camera feed as captured through the bench prototype. Thus, this system combined the visual results from an OSTMHD with the quality of the integrated eye tracking from an off-the-shelf VR system commonly used in research (See Fig. 6). The VR environment provides a completely controlled setting where we can ensure all participants are exposed to the same conditions increasing internal validity.

Procedure: Given the context of a global pandemic, we had to take extra precautions. Health and Safety procedures for the study were following institutional and governmental guidelines for COVID-19 safety. As such a distance of >2m was maintained between participants and operator, participants were screened for symptoms, and sterilisation of equipment was used. Before entering the study, each participant completed the screening/contact tracing form, read the supplied information sheet, and signed a consent form. We also asked them to provide their information in a demographic survey collecting information on age, gender, vision impairments, and previous experience with VR (e.g., issues with simulator or motion sickness).

Once completed, we introduced the participants to the use of the HMD, provided an overview of the study procedure and questionnaires, and provide definitions for naturalness and obstruction. After the participants put on the HMD, we calibrated the integrated eye tracker using the supplied Vive Surround calibration. We verified the calibration to be at least within 1.5° average angular accuracy but often saw values < 1° across the measured area. This calibration was repeated after every 10 images throughout the study in case participants invalidated the calibration (e.g., by moving the HMD).

During the actual study, each participant was shown 3 different views (one for each condition) of each of 10 images for 3 seconds each. The images were shown in a randomised order and conditions in a semi-randomised order, as detailed in the design. No participant saw the same image in two conditions consecutively. Before showing a new image, we displayed a black screen with a white cross in the centre. Participants were instructed to look at the cross when it appeared. This was done to centre their gaze in the screen for each image. After each image we asked the participants to rate it on the Likert-like scale for naturalness, obstruction, and quality. Answers were captured by the study conductor. We also asked for general feedback. Participants were gifted vouchers worth approximately $13 (USD) for their time.

Hypotheses: We were primarily interested in the effect saliency modulation has on gaze patterns and on the subjective evaluations of the images, so we formulated three hypotheses:

- **H1**: Real-world saliency modulation via AR glasses alters gaze pattern when compared to an unmodified scene with respect to time until the first fixation on a target area and number of participants who fixated.
- **H2**: Real-world saliency modulation via AR glasses is not rated as less natural, more obstructive, or lower quality compared to unmodulated scenes.
- **H3**: Real-world saliency modulation via AR glasses is less visually distracting when compared to augmented geometrical primitives (circles).

Participants: We recruited 20 participants (10 female, 10 male, age ranging from 19 to 47, \( \bar{x} = 25.2 \)) from students at the university. All recruited participants completed the study according to the procedure above. All participants had normal vision or corrected to normal via contact lenses. Eye tracking was verified to an \( \bar{x} = 0.8^\circ \) and \( \theta = 0.36^\circ \).
Results: To determine whether participants focused at a target area, we implemented the IV-T fixation detection algorithm as described by Olsen [42]. We identified that a participant fixated at an area of interest when at least one gaze-point associated with a fixation lay within the target area. An example of a participant’s gaze data on an unmodulated image is shown in Fig. 7(A), compared to the gaze data when modulated via the AR glasses (See Fig. 7(B)). We visually checked all recorded gaze patterns to detect possible errors in the recorded data. We exclude the gaze data of one participant as it exhibited large inconsistencies (e.g., consistent jumps between continuous gaze points). We checked normality of the collected data with the Shapiro-Wilk test and assumed significance at a $\alpha < 0.05$ level. We analysed normally distributed data with a paired one-sided t-test and used a Wilcoxon signed-rank test otherwise.

The results for the remaining 19 participants showed a significantly higher number of detected fixations for the saliency modulated condition than the unmodulated condition using a McNemar test ($\chi^2 = 25.565, p < 0.001$) (See Fig. 9(a)). This is supported by our finding that we successfully attracted a higher number of fixations for all but one image, where the number of fixations went down from 4 to 2. This can also be observed in the heatmaps shown in Fig. 8.

We also investigated whether the modulation prompted participants to look at a target faster if they did look at the area of interest. In our first analysis, we grouped by participants. When considering only image observations where participants had an actual fixation (Cleaned in Fig. 9), participants fixated at the target area significantly faster in the saliency modulated condition than the unmodulated condition ($t(18) = 3.96, p < 0.001, d = 1.09; CI 0.33-1.078$). To compensate the effect of missing fixations in some image observations, Veas et al. assigned the maximum display time (in our cases 5s) for each image when not fixating [63](All in Fig. 9). Applying this analysis shows the same result of a significantly faster target fixation when applying saliency modulated ($t(18) = 8.42, p < 0.001, d = 2.3; CI 0.87-1.45$) (See Fig. 9(b)).

In our second analysis, we assumed that the time to the first fixation is dominated by the observed image and consequently grouped by image. This evaluation is similar to that of Veas et al. The results violated the normality assumptions. We found that participants fixated onto the target area significantly faster in the modulated condition considering only observations with detected fixations (Cleaned) ($t(9) = 3.03, p = 1.4e-2, d = 0.81; CI 0.17-1.19$). Again, this effect was supported when assigning the maximum time for no detected fixations (All) ($t(9) = 4.36, p = 1.8e-3, d = 0.86; CI 0.38-1.35$) (See Fig. 9(c)).

To investigate if participants perceived a difference in the images based on the Likert-like scales, we evaluated the difference using a paired Wilcoxon signed-rank test on the average scores per user under both the saliency modulated and unmodulated conditions. We found significant differences in all of our metrics; naturalness was significantly reduced ($Z = -3.530, p < 0.001, r = 0.75$) from a mean of 5.335 ($\sigma = 0.979$) to 4.305 ($\sigma = 0.750$), obstruction was reduced ($Z = -3.723, p < 0.001, r = 0.79$) from a mean of 5.78 ($\sigma = 1.008$) to 4.58 ($\sigma = 0.797$), and quality was reduced ($Z = -3.530, p < 0.001, r = 0.75$) from a mean of 5.15 ($\sigma = 0.754$) to 4.48 ($\sigma = 0.556$) (See Fig. 9(d)). We subsequently evaluated the unmodulated and modulated conditions for each image individually, using paired Wilcoxon tests. Here we found significant differences between the two conditions for the naturalness of $\frac{7}{10}$ images, obstruction for $\frac{8}{10}$ of the images and quality for $\frac{3}{10}$.
To determine how much saliency modulation affects the participant’s exploration of the images when compared against circle overlays, we compared the area covered by the heatmaps generated from the participant gaze data (See Fig. 8). Once again, we compare the covered areas by averaging the data for each participant and each image. When averaging the generated heatmaps for each participant, Participants explored a much larger portion of the image in the saliency modulated condition (M=0.18, SD=0.02) than the circle condition (M=0.12, SD=0.02) (t(9) = 6.484, p < 0.001, d = 0.61; CI 0.036-0.078). We found differences also remained when we average the generated heatmaps for each image (Z = -3.035, p = 0.002, r = 0.95) (See Fig. 9(e)).

**Discussion:** For H1, our results show that saliency modulation via our algorithm on AR glasses not only increases the likelihood that participants look at a target area but also do so faster. We therefore can accept hypothesis H1.

However, we should point out that similar to existing works using saliency modulation (e.g., [63]) saliency modulation does not ensure fixations. Thus, not all participants fixated on the target. This could be due to the inherent saliency of different scenes, the limited time given to users to explore each scene, and top-down influences while exploring an environment. For example, we observed that some participants tended to focus more on the centre of the scene, while others tried to explore as much as possible. For some scenes, the number of fixations remained low, with only 5–6 participants focusing on it, while for others it was as high as 15 and improved by as little as 2 and as much as 10. In only one case, 2 participants fixated less onto the target area. We should also state again that images were shown exactly 5s and we cannot predict if or when participants would have gazed at the target after that. However, we would argue if participants gazed at the target after 5s the relevance for mentioned practical applications is relatively low.

For H2, based on the answers in our questionnaires, we must reject H2 as scores were significantly different. While this was the case over all images, it was not the case for each image which would indicate that there is potential here for further improvements. In particular, we saw a high number of images rated as significantly more obtrusive, whilst only three images were considered to have significantly reduced quality. Naturalness was considered split evenly. Although we do have a significant difference for all our metrics, all 3 show a mean reduction of only about one step on our scale and whilst our reduction is significant, we do not step past the neutral point. This implies that the differences created, whilst making the images less natural, more obtrusive, and lower quality, we do not expressly make them unnatural, obtrusive, or low quality.

We also should point out that we considered three images as challenging because the masked area was small, or the images were very salient before modulation. However, the results are mixed, and we would argue for more research also considering extreme images, but we see a trend that the amount of saliency modulation required to detract from an already very salient image can lead to artefacts that are considered more obtrusive.

From the feedback of the participants, we noted that they considered our saliency modulation to be part of the static image. In contrast, they considered circles as an overlay or separate to the image, which is an interesting aspect generally supporting the concept of saliency modulation. Participants also noted that whilst the circles readily drew their attention and showed the areas of the image, which they liked for a short viewing of an image, they would not like to have this done constantly.

For H3, our aim for saliency modulation was also to enable a more natural exploration of the scene while directing the user’s gaze to the area of interest. Thus, we compared how our modulation affects the gaze behaviour compared to a traditional circle overlay. We found that when presented with our modulation participants explored a much larger portion of the image, thus supporting our hypothesis H3. The presented circle overlay created a very strong anchoring effect, almost gluing the user’s gaze to it. As such, although participants were given the instruction to explore the image for all conditions, the overlaid circle significantly hindered their exploration of the scene. These findings support our hypothesis H3. As our modulation did not create a similar anchoring effect, this could also explain why we did not detect fixations on the target areas from some participants. Overall, our saliency modulation
6 Direct See-Through Verification

Despite the lower accuracy of the external eye tracker, we also wanted to verify that we could expect to see a similar effect on user’s gaze when directly looking through our stereo prototype and modulating the scene saliency. We did so by running a replication of the core component of our earlier study, this time with our stereo prototype that removes the constraints of an user-perspective camera and a VR headset but at the cost of a less controlled study.

**Design:** We replicated the within-subject study design from our prior study to investigate the effect of saliency modulation. Participants observed views of the images from the image data-set in each of two initial conditions (unmodulated and saliency modulation via AR glasses) in randomised order. To address Covid restrictions (e.g., need for N95 masks, limited number of participants), and as we only aimed to show general trends from the prior study, we ran a shorter study (e.g., not collected per image questions in this study). This also removed the need for participants to talk throughout, reducing head movement and affecting eyetracking that was already affected by the need to wear N95 masks during the actual study. We consequently also only tested two conditions: 1) Unmodulated, and 2) Saliency modulation via AR glasses.

**Apparatus:** We utilised the stereoscopic prototype for this study. Participants heads were secured with a head band adapted from an Oculus Quest and a chin rest was used to support them. We utilised a Pupil-labs integration of their eye tracker for the Epson BT 300 (see Figure 10) and the Pupil-labs pupil service to record all eye gaze data.

**Procedure:** As per the prior study required precautions were taken but had to be adapted to current Covid guidelines (e.g., mask wearing), and user signed consent forms and filled out demographic forms. The participants were then introduced to the apparatus and seated comfortably in it. Calibration was first completed for the eye-tracker using the pupil labs calibration methods. We verified this was calibrated within 2.5 degrees of accuracy as this the expected reliably achievable accuracy according to Pupil-Labs. They then completed an eye-display calibration for each eye and verified that the calibration was correct for stereo vision. Once completed the participant was shown a white cross to centre their gaze in the image. The participant was then shown each image for five seconds with the cross used to centre their gaze between each. The eye tracker was re-calibrated every 10 images.

**Hypotheses:** Due to the limitations of our apparatus and the results we did not expect to be able to directly replicate our results, however we expected that our observations would follow similar trends and align with prior results. We hypothesised that:

- H4: Real-world saliency modulation via AR glasses will increase the number of participants who fixate on a target area when compared to an unmodified scene.
- H5: Real-world saliency modulation via AR glasses will decrease the time taken by participants to fixate on a target area when compared to an unmodified scene.

As we were not collecting per image questions to mitigate user movement during the study we did not formulate a hypothesis around the impact on scene ratings.

**Participants:** We recruited 15 participants for our study, however due to instability in the eye tracking caused by different factors (head movement with respect to the eye tracker, mask wearing, different eye tracker) we only received usable data from 8 of these (1 female, 7 male, age ranging from 21 to 36, $\bar{x} = 28.2$). All participants had normal vision or corrected to normal via contact lenses. Eye tracking was verified to an $\bar{x} = 2.38^\circ$ and $\theta = 0.28^\circ$.

**Results:** We again identified a participant as having fixated on a target area when any gaze point associated with a fixation lay within the target area. When detecting fixations we used the fixation detection provided by the Pupil-Labs player service. To minimise the impact of rotational errors introduced into the gaze data by our apparatus we used the centering point shown before each image as a reference for induced offsets. To enable comparisons to our main user study we utilised the same analysis as used there. We evaluated the number of fixations using a McNemar test and considered the time to fixation on both cleaned data where we only included the data points where fixations were recorded, as well as setting instances where fixations where not recorded at the maximum view time all. We considered time to first fixation by both participant and image.

Our results show a significantly increased number of fixations in the target area in the modulated condition when compared to the unmodulated condition according to a McNemar test ($\chi^2 = 6.8182, p < 0.01$) (See Fig. 11(a)).

Looking at the time to first fixation by image we do find a significant difference when analysing all ($t(9) = 3.7312, p = 0.005, CI 0.33 – 1.365$) (See Fig. 11(b)) but see no significant difference in the cleaned analysis ($t(9) = 1.6036, p = 0.1433, CI -0.1563945 – 0.9180341$) but

Similarly, looking at it by participant we did not see significant differences in either the cleaned ($t(7) = 1.1577, p = 0.85, CI -0.29$).
Discussion: Overall, this study confirms H1 as, similar to our initial study, we see fixations or see more fixations when the saliency of the scene is modulated via the AR glasses. However, with respect to H2 we see the results as inconclusive. While we see a trend in the data that is even significant in some tests (e.g., significantly faster fixations over all images when using the tests used in the literature [63]) but it is not confirmed in other tests (e.g., not significantly faster fixations using the cleaned data as proposed by us). We think there are various reasons for this: We already acknowledged that the eye tracking setup used for this study is more error prone and we only had usable data from a smaller number of participants. We think that it is even more relevant that, contrary to the well controlled initial study, there was still visual information in the users visual periphery (e.g., lights from the lab) as we did not completely darkened the study environment. When looking into the data we think that this has reduced the difference in time of first fixations requiring more participants and more reliable eye tracking to verify.

In conclusion, we still see an overall agreement with out initial study but also argue that the differences are not as readily demonstrated by less-controlled studies.

7 Discussion and Future Work

In this work, we investigated real-world visual guidance using saliency modulation in optical see-through Augmented Reality glasses. To the best of our knowledge this is the first exploration of practical saliency modulation using AR glasses including the first presenting an actual prototypical implementation and a user study.

Summary: We developed several prototypes that at their core are based on commercially available OSTHMDs but extended them by integrating scene cameras via beamsplitters that capture the world as seen by the user. This is needed to accurately capture the user’s perspective of the world, to compute the saliency modulation overlay, and its correct placement. The prototypes include a functional stereoscopic prototype and a bench prototype where users see through the prototype via a camera at the position of the user’s eye (user perspective camera). The latter being needed for utilising the integrated eye tracker in the VR HMD that is less error prone and run a study in a controlled study environment reducing confounding variables (e.g., calibration inaccuracy). In addition, we developed a working mobile prototype that we did not further address (see Figure 12 C). The main reason is that there is some perceivable latency (300-500ms), and maintaining a fixed calibrated position on the user’s head is challenging. Finally, because the used OSTHMD in the mobile prototype is colour sequential, it is not well suited for capturing results. All our prototypes come with an algorithm for modulating real-world saliency that considers the specific nature of OSTHMDs and their ability only to add light intensities per colour channel, something widely ignored in previous work.

We explored our approach using images from a widely used image database also providing saliency data. The results show that we can guide the user’s gaze towards relevant areas with significant effects in time for first fixation and number of actual fixations. These results come from a controlled lab environment with our prototype minimizing confounding variables but the results are supported in a second study using the stereoscopic prototype, even though the effect in time to first fixations wasn’t as clear there.

Whilst previous research on saliency modulation states that they are able to ‘imperceptibly’ modify image material to change the saliency [63]; we did not observe this effect with our approach when modulating the saliency via our AR glasses prototype as questionnaire showed significant differences in perceived image characteristics (e.g., naturalness and unobtrusiveness). After revisiting earlier studies, we would, in general, be careful with targeting the objective of imperceptibility as prior work showed only feasible evidence and critical image material seemed to be not considered. In particular, results suggest that for scenes that are already visually salient, strong saliency modulation is required which is often perceptible. We essentially argue that the line between imperceptible but effective saliency modulation is so thin (much thinner than previously indicated) that it is hard to generalise and, if possible, this imperceptible saliency modulation demands specific knowledge about the scene and parameters tuned for that scene (context-aware AR [14]) which might be hard to realise in interactive non-controlled environments.

Applications: Overall, we believe in the potential of real-world saliency modulation. Not only because we can show a different gaze behaviour, but also because users seemed to look at the targeted area whilst not being overly distracted by it. This was indicated by the gaze analysis, which showed that other image areas have still been explored, something that is relevant when modulating the real world.

Generally speaking, we see most applications in guiding or highlighting information in the user’s context. This was also the main direction of our work. This includes guidance during surgery, where occluding areas can be critical. Similarly, we see applications in guiding and navigation scenarios where introducing additional visual cues might occlude information or introduce visual clutter (see 12 B)). We also see the potential for general AR applications in

Figure 11: Quantitative results of our study for the Unmodulated (red) and Modulated (blue) conditions. The number of fixations at the target area (A), and time to first fixation averaged by image (B) and participant (C). Cleaned includes only observations where participants fixated at the target area and All sets the fixation time for the remaining participants to the maximum observation time (5 seconds). Asterisks indicate significant differences (p < 0.05) in the comparisons denoted by the bars.

− 0.84) or all (V = 32, p = 0.055, CI - 0.012 - 1.65) analyses (See Fig. 11(c)).
which we can compute the visual saliency of the scene after the AR overlay of new scene elements and correct for it according to the current requirements. Finally, we still think the concept of visual noise cancellation is a strong and interesting concept with applications in many directions (including medical) (see 12 A). However, it was not necessarily a focus within this work.

Limitations and future work: As the first demonstration of visual guidance using saliency modulation via AR glasses, there are several limitations. The first limitation is that the results are not as readily demonstrated by less-controlled studies as confirming faster fixations in the stereo prototype was inconclusive. We think there are multiple reasons for this but it comes down to having more error sources including a more challenging calibration. However, our approach of mainly relying on bench prototypes is relatively common within the discipline as it allows for the exclusion of several confounding variables (e.g., quality of the individual eye-display calibration). In fact while this could be seen as a limitation relying mainly on bench prototypes is actually a strength: All participants viewed the same content and this allowed us to circumvent potentially confounding variables, like incorrect alignment of the virtual content with the scene, different colour aberrations for each eye, refocusing between the virtual content and the scene, and bad calibration.

Concerning the algorithm, we tried to linearly combine parameters into one parameter, which is used for all image material. However, one could improve the results by optimising the combination and level parameters based on context. To our best knowledge, we are not aware of such an approach, but it seems possible. We also used the masking style from related work (e.g., [63]) but noticed the masks have a very short ramp between the emphasised area and the surroundings and future work could optimise it with likely improved results, particularly in the noticeability of the modulation.

We have also limited ourselves to using an existing image dataset with saliency data. While we chose a wide range of scenes, including some we consider as challenging, the dataset is limited in comparison to the real world. Similarly, we decided to only change the saliency of static images via the AR glasses. This is similar to previous work (e.g., [3, 13]) and not a limitation of our algorithm. In fact, our approach works in real-time and it should be possible to implement it with similar performance on the latest mobile devices. However, using moving scenes as the material would have even further complicated the analysis of the results as finding good scenes with ground truth data (e.g., gaze) is challenging while other cues (dynamic cues such as moving objects) might introduce additional challenges.

There are also limitations to the prototypes used that need to be considered. Alongside the mentioned reasons to use static images, the latency of the current prototypes would have also introduced problems with misalignment when scene content changes. This was largely a problem for our prototypes due to the display system being used. However, for any practical application the motion-to-photon latency would need to be considered and either reduced to a level below human cognition as in active research prototypes [22] or for the impact to be measured and accounted for. Another limitation to note is that for our prototypes the scene cameras are placed on a fixed axis and therefore if the user’s eyes deviate from this central axis slight errors will be introduced to the modulations alignment. The design of our main efficacy study avoids this issue by using a static camera, and the limited field of view covered generally minimises the impact of this factor in our prototypes, however consideration of the user’s eye position is required for precise modulation, particularly in with a wider field of view display.

As a further consideration, all current OSTHMDs have a fixed focal plane, or two in the case of the Magic Leap. Thus, our modulation mask is “sharp” when focusing on a fixed plane. The displayed images and our focal plane were not at the same distance but also not too far off. In more practical scenarios, not having the modulation mask on the focus plane would cause the mask to be slightly blurred, impacting the precision of the modulations and may introduce slight artefacts in areas where the modulation does not correctly align with the world. This could impact the resulting visual guidance. There are research prototypes that support multiple focal planes. Our approach would benefit from them, but they...
are far away from being commercially available. Similarly, there is research on OSTHMDs that allows environment modulation by subtracting light intensities [21]. The forthcoming Magic Leap 2 is also given to have a subtractive element using a dimmer layer. This cannot achieve the same pixel resolution as the additive component, and does not create a sharp reduction, therefore does not allow the precise modulations that would be desired for modulating the user’s view. Whilst the exact implementation and therefore its full implications, such as on overall light transmittance, are unknown, having a subtractive would enable further scope for modulations. The subtractive elements could be reintroduced into our technique to exploit this and subter modulations more in line with the prior works [63] may be achievable, although we stand by our prior caution.

Finally, given the small effect size of our results, a greater number of participants beyond the 28 from across our two studies would provide greater strength to our findings.

A successful saliency modulation with optical see-through AR also brings professional and ethical responsibilities for designers, developers, and researchers, amongst others. If our techniques turn out to be highly effective and are used in pervasive AR settings [14], i.e., omnipresent, environmentally adaptive reality augmentation, then careful consideration should be taken in particular regarding health and safety, privacy issues, and produced illusion and belief [48]. We should design our visual modulations in such a way that naturalness and unobtrusiveness can be controlled for the given task, user, and environment. The degree to which we control the perceived difference between reality and virtual reality can lead to unwanted side effects but can also lead to new and meaningful experiences in a host of applications. Visual guidance with saliency modulation can play a major role here.

Overall, our work shows the potential and the practical issues for real-world visual guidance using saliency modulation in AR glasses. This is an important achievement given that prior work has raised the conceptual idea but never actually explored the implementation of saliency modulation via AR glasses or OSTHMDs. Thus, practical issues such as how to capture the environment and modulate it via AR glasses or the limited range for modulating images by only adding light via the AR glasses were not mentioned. Our research findings are thus of relevance for the HCI and AR communities with potential for future work in designing, developing, and comparing novel visual guidance techniques.
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