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ABSTRACT
We present an empirical comparison of eleven bare hand,
mid-air mode-switching techniques suitable for virtual real-
ity in two experiments. The first evaluates seven techniques
spanning dominant and non-dominant hand actions. Tech-
niques represent common classes of actions selected by a
methodical examination of 56 examples of prior art. The
standard “subtraction method” protocol is adapted for 3D
interfaces, with two baseline selection methods, bare hand
pinch and device controller button. A second experiment
with four techniques explores more subtle dominant-hand
techniques and the effect of using a dominant hand device
for selection. Results provide guidance to practitioners when
choosing bare hand, mid-air mode-switching techniques,
and for researchers when designing new mode-switching
methods in VR.
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1 INTRODUCTION
Raskin defines a mode as a distinct setting within an inter-
face where the same user input produces results different
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from those it would produce in other settings [68]. Mode-
switching is simply the transition from one mode to another.
Modes are common in all interfaces, including interfaces
for Virtual Reality (VR) and Augmented Reality (AR). For
example, a hand gesture-based 3D modelling application
may have different modes for object creation, selection, and
transformation. Depending on the mode, the movement of
the hand is interpreted differently. Completing a task typi-
cally requires frequent mode-switching, so understanding
the performance of different methods is important.

In VR, bare hand mid-air input is an alternative to device
controllers. Techniques have been proposed for VR, AR, and
related contexts using hands only (e.g. [61, 64, 93]) and hands
combined with body postures (e.g. [12, 100]). Evaluations
have focused on tasks like pointing (e.g. [99]), object manip-
ulation (e.g. [69]), selection (e.g. [59]), and annotation [16],
but no extensive comparisons of mode-switching techniques
have been performed yet. Mode-switching techniques for
mice [18], styli [48, 88], and touch [83] have been evaluated,
but generalizing those results to 3D environments like VR is
not straightforward.
We provide missing empirical evidence for the perfor-

mance of bare hand mid-air mode-switching techniques in
VR. Our focus is absolute, single-point input, suitable for the
kind of direct object manipulations common in VR such as
pointing at, grabbing and moving 3D elements in the virtual
environment. To select techniques to evaluate, we examined
bare hand mid-air interaction in different settings, then used
three criteria to identify six classes of techniques suitable for
mode-switching in VR. In two related experiments, we com-
pare common input actions selected from each class using an
adapted “subtraction method” protocol [18], used previously
for 2D input.
The first experiment compares seven techniques, with

a dominant-hand pinch as the fundamental manipulation
trigger. The mode-switching techniques include three dom-
inant hand postures: a fist, an open palm and pointing the
index finger; and four non-dominant hand postures: a fist,
an open palm, bringing the hand into the field-of-view and
touching the head. As a comparison baseline, the button of a
device controller held in the non-dominant hand was also
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included in the tests. A second experiment explores ques-
tions emerging from the results. The effect of more subtle
dominant hand techniques is examined by testing pinching
with wrist rotation, and pinching with different fingers; the
effect of pinching as a manipulation trigger is compared with
a controller held in the dominant hand.

Our empirically-derived insights can inform the design of
VR applications using bare hand mode switching:
1. Dominant techniques using large motions are error prone

and less preferred, but a more subtle variation of pinch is
comparable to the fastest non-dominant techniques.

2. With the exception of a few dominant techniques, mode-
switching times are comparable to most touch methods.

3. Using a dominant pinch as a manipulation trigger is com-
parable to using a device controller button.

4. All techniques from fastest to slowest: Non-Dominant (nd)
device and Dominant (d) middle finger pinch; nd palm
orientation and nd fist; nd head touch, d pinch orientation
and d palm; nd field-of-view and d fist; d point.

2 BACKGROUND AND RELATED WORK
We define bare hand as input performed entirely by a hand
posture or movement, without any device. Note that this def-
inition does not specify the sensing method, so early work
using instrumented gloves for hand tracking are considered
bare hand for our purposes. We define mid-air as input con-
ducted without contacting a non-body surface. In most cases,
this means input performed in the space around the body.
For on-body contacts, the sensing method is unimportant
as long as the technique is conceptually a body contact (e.g.
touching the head), and not using a device attached to the
body (e.g. tapping on a smartwatch).

Formal Mode-Switching Evaluations. Mode-switching has
been more commonly studied in 2D interfaces. Dillon et al.
[18] introduced a formal “subtraction method” for com-
paring mouse mode-switching, which was adopted by Li
et al. [48] and Tu et al. [88], who each compared five mode-
switching techniques, and Surale et al. [83], who compared
six techniques. Using the non-dominant hand for stylus
mode-switching has been studied in detail by Ruiz et al.
[71] who developed a temporal model, Lank et al. [44] who
showed concurrent mode-switching is fastest, and Ruiz and
Lank [72] who explored related aspects with multiple modes.

Related Evaluations of Interaction Techniques. For mid-air
bare hand input, mode-switching has only been indirectly
evaluated as part of larger interaction technique studies. In
the context of large displays, Vogel and Balakrishnan [99]
compare a relative pointing technique, which uses a fist
mode-switch to "clutch", to a ray-cast technique without any
mode-switch, but the mode-switch itself is not compared.

Similar examples in large display research include Haque
et al. [26], Polacek et al. [65], Jota et al. [33], and Katsura-
gawa et al. [38]. In the context of VR and related 3D contexts,
Poupyrev et al. [66, 67] evaluated object pointing, manipu-
lation, and selection techniques, Teather and Stuerzlinger
compared pointing techniques [86], and Vanacken et al. [91],
Grossman et al. [25], and Looser et al. [52] all examine bare-
hand selection techniques. In most cases, these techniques
have some explicit activation and deactivation of a mode, but
mode-switching performance is not evaluated in isolation.

We are unaware of work comparing mode-switching tech-
niques for bare hand mid-air input in VR using the formal
subtraction method used for mouse, pen, and touch.

3 MODE-SWITCHING TECHNIQUES
To identify bare hand mid-air interaction techniques suitable
for VR mode-switching, we examined research and commer-
cial systems to create a list of candidate techniques.
Our examination included general surveys of 3D inter-

action from Argelaguet and Andujar [3], Jung et al. [35],
Poupyrev et al. [67], Bowman et al. [13], Aigner et al. [2]
and Groenewald et al. [24]. We also examined the results
of elicitation studies for bare hand mid-air interaction with
large displays [51, 73, 92, 103], general ubiquitous computing
[15] and AR [64]. Finally, we found examples of bare hand
mid-air techniques in many papers on interaction techniques
(e.g. [80, 99]), new sensors (e.g. [40]), and commercial devices
(e.g. Leap Motion [45], Kinect [42], Myo [57]). For this work
we did not consider other non-hand input that may also be
suitable for mode-switching, such as feet (e.g. [95]), voice
(e.g. [11]), gaze (e.g. [62]), or exocentric interaction (e.g. [82]).

From our initial list of bare hand mid-air interaction tech-
niques gathered from the literature we extracted a subset of
candidates that we considered s suitable for mode-switching
based on three filtering criteria.

Actions Suitable for Mode-Switching
We identified 40 different mid-air bare hand actions in 56
publications or device manuals. We initially considered ac-
tions suitable for dominant or non-dominant hands, even if
the source considers a specific hand. To filter those actions
to a subset suitable for mode-switching techniques, we cre-
ated three criteria based on observable mechanics of hand
or finger actions. These criteria are not explicitly about per-
formance, because no previous work specifically evaluated
mode-switching, nor are they about learnability, comfort,
and social acceptability, because these aspects are often not
reported. The filtering criteria are:

Independent — A mode-switch action should be fast to rec-
ognize and independent of previous tracking states, meaning
it should not rely on time-based actions such as a specific
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Table 1: Bare-handmid-air interaction techniques suitable formode-switching in VR based on examination of research papers

and commercial systems. Similar Actions are grouped into Classes. The number of sources (N ) is an approximate indication

of popularity. Boldface actions are those tested in our experiments.

Class N Actions (with sources)

Pinch Finger(s) 29 thumb touches index [9, 15, 19, 29, 36, 40, 46, 56, 61, 63, 64, 77, 92, 100, 106]; thumb touches all fingers [6, 15, 34,
61, 64, 93, 94, 104]; thumb touches side of hand [50, 90, 99, 106]; thumb touches middle [15, 56, 77]; thumb touches
index and middle [34, 77]; thumb touches ring [15, 56]; thumb touches pinky [15, 56]; thumb touches index, middle,
and ring [15]; thumb touches ring and pinky [15]; thumb touches three fingers [64]

Extend Finger(s) 31 extend index [19, 20, 40, 45, 50, 51, 61, 64, 70, 80, 90, 94, 99, 101, 106]; extend thumb [30, 43, 51, 61, 64, 92, 93, 104,
106]; extend thumb-index-middle [20, 50]; clench index [90]; two hand point [64, 70, 80]; point with dwell [90]

Close Hand 18 make fist [15, 17, 20, 28, 30, 34, 40, 56, 61, 64, 69, 78, 80, 89, 90, 99, 101, 104]; make partial fist [19, 99]

Open Hand 62 open hand with oriented palm in/out [1, 7, 17, 19–22, 27–29, 37, 41, 42, 47, 51, 58, 59, 61, 64, 78, 81, 93, 94, 96–98,
101, 103–106], up/down [19, 28, 30, 41, 43, 59, 61, 70, 94, 96, 105, 106], right/left [17, 20, 22, 27, 30, 41, 94, 97, 103, 106];
open hand [1, 40, 80, 93, 98, 99]; open hand with finger(s) bent [90, 99]

Raise Hand (ND) 6 hand raised into field-of-view [41, 84, 93, 96]; raised above shoulder [81, 106]

Touch Body (ND) 6 finger(s) touch head [27, 100, 106], behind ear [51]; mouth [19]; hand touches waist [100]

movements. Conceptually, this means the technique can be
recognized in a single sensor time frame (in implementa-
tions, it may actually be a few frames to compensate for
noise). Examples of independent actions include pinching
the thumb and finger together, making a fist, or raising an
arm. Examples of non-independent actions include dwelling,
gestures like drawing an ‘X’, or mimicking knocking.
Kinesthetic — The action should enable the mode to be

maintained by the user, not the system. This means the pos-
ture, position, or gesture action can be “held” as long as the
mode is needed, and the mode ends when no longer held.
This creates a kinesthetic quasimode [68], known to reduce
mode errors [76]. Examples of kinesthetic actions include
pinching, making a fist, or a repeated gesture, where chang-
ing the posture or stopping the gesture releases the mode.

Unconstrained — The action can be executed with the dom-
inant hand at any position and, in the case of a kinesthetic
action, the dominant hand can easily reach any position for
subsequent operations. Unconstrained actions include any
non-dominant hand action that does not impede the domi-
nant hand, and dominant hand actions such as pinching or
making a fist. Examples of constrained actions are placing
the dominant hand on the head, or pointing the dominant
index finger towards the body, since those actions physically
constrain the motion range of the arm.

We considered candidate actions suitable for mode-switch-
ing techniques when they satisfied all three criteria. This
narrowed the list down to 29 actions found in 53 papers, listed
in Table 1. Analogous actions are grouped into 6 classes. For
example, all actions that involve a pinch of some kind are
grouped into the general “Pinch Finger(s)” class. Most actions

can be used for mode-switching with either hand, except
those in the “Raise Hand” and “Touch Body” classes that are
only suitable for non-dominant usage.

Selected Techniques for Evaluation
We selected the most popular action from each class to eval-
uate (boldface in Table 1). Five of these form eight mode-
switching techniques because some actions are performed
with both dominant and non-dominant hand.

With bare hand mid-air input, a mechanism is required
for the user to indicate when their hand is just moving, or
if it is performing an operation such as drawing a line. Bux-
ton’s Simple 2-State Transaction Model [14] calls these states
“tracking” and “dragging”. With a VR device controller or a
mouse, this is achieved by pressing a button. For our bare
hand mid-air system, we use a thumb-index pinch since it is
a popular action, and it uses a subtle movement that can be
easily sensed. We believe using a pinch is the most obvious
choice, but other possibilities include tapping the palm with
the thumb [15] and a partial finger bend or “Airtap” [99].

Non-Dominant Techniques. The non-dominant hand controls
the mode and the dominant hand manipulates using the
thumb-index pinch. The techniques are:
● Non-Dominant Fist (nd-fist) — The mode is active when
the non-dominant hand is clenched, and released when
the hand relaxes so one or more fingers begin to open.
● Non-Dominant Palm (nd-palm) — The mode is active when
all fingers of the non-dominant hand are extended, roughly
pointing up, with the palm facing to the right (assuming
the left hand is non-dominant). The mode is released when
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(a) ND-FIST (b) ND-PALM (c) ND-FOV (d) ND-HEAD (e) D-FIST (f) D-PALM (g) D-POINT

Figure 1: Selected Mode-switching techniques: (a) non dominant fist (nd-fist); (b) non dominant palm (nd-palm); (c) hand in

field of view (nd-fov); (d) touch head (nd-head); (e) dominant fist (d-fist); (f) dominant palm (d-palm); (g) point (d-point) .

the palm orientation changes significantly or one or more
fingers are no longer extended.
● Hand Moved into Field of View (nd-fov) — The mode is
active when the non-dominant hand is moved into the
user’s field of view, and released when it moves outside.
● Touch Head (nd-head) — The mode is active when the
non-dominant hand touches the side of the head (HMD).

Dominant Hand (D) Techniques. The dominant hand con-
trols the mode by forming a posture, and a thumb pinch
against the side of the index finger engages and disengages
the “dragging” state for manipulation. The techniques are:
● Dominant Fist (d-fist) — The mode is active when the
dominant hand is clenched, and the mode is released when
the hand relaxes, i.e. when one or more fingers begin to
open.
● Dominant Palm (d-palm) — The mode is active when all
the fingers are extended, roughly pointing up, and the
palm is facing away.
● Point (d-point) — Themode is activewhen the index finger
is extended and all remaining fingers are closed.

Technique Sensing
To track the user’s hands in the VR environment, we use a
LEAP motion mounted on the front of the HMD [4, 49, 75].
We found the LEAP reliable for rendering the hand and track-
ing hand position, but the built-in posture recognizer often
misclassified dominant fist, palm, and pinch postures dur-
ing rapid mode switching, and detection of pinch actions
to trigger manipulation was imprecise. To address these is-
sues, we developed a user-calibrated classifier to discriminate
between problematic postures, and added a force-sensitive
resistor (FSR) to detect pinches and head touches.

User-calibrated Posture Classifier. In the experiment, we only
need to independently discriminate between palm and pinch,
or between fist and pinch.We train a simple classifier for each
case, calibrated to each user. We describe the method using
fist and pinch, but both are similar. A user draws 15 lines each
with the pinch, palm, and fist postures. At each frame, a ten-
dimensional feature vector consisting of fingertip positions
and distances relative to the centre of the palm is recorded.

The median and standard deviation (sd) in each dimension
is calculated for the 20 frames before and after the start of
each line. The classifier selects differentiating dimensions
in which the fist median plus two sd is less than the pinch
medianminus two sd. In the rare case that two differentiating
dimensions are not found, training is repeated with the user
instructed to form the postures more clearly. Otherwise, each
selected dimension is assigned a threshold half-way between
the two medians. Once trained, a posture was considered a
pinch when two or more selected dimensions exceeded the
threshold. A 6-person pilot test found this method almost
99% accurate. During the experiment, this calibration process
was conducted immediately before the first block testing
dominant fist or palm.

Pinch and TouchDetection. An FSR taped to the distal phalanx
of the dominant thumb is used to detect thumb-index pinches.
The FSR is 7 mm in diameter and 0.3 mm thick with a sensing
range of 0 to 175 psi. To detect a touch to the head, a larger
FSR (25.4 mm diameter, 0.21 mm thick) is taped to the non-
dominant side of the HMD. We used a threshold of 17 psi for
both FSRs to detect a light pinch or touch. Thin wires from
each FSR were connected to an Arduino Nano (Atmega328)
mounted off the body. We verified that the sensors and wires
did not impede the user’s movements.

System Latency and Performance. Our code and 3D scene
were simple and we used a high-end computer, so the Unity
application ran at an optimal 90 FPS to supply the 90Hz
HMD. The Leapmotion provided a stream of hand postures at
110Hz, the Arduino updated pressure values approximately
every 2ms, and the controllers were tracked at 250Hz to 1kHz.
Our posture classifier did not use any temporal filtering.
Since cycle duration is measured between two input times,
the effective latency is 11ms at 90 FPS.

4 EXPERIMENT 1
The goal is to empirically compare mode-switching perfor-
mance of the seven techniques listed above. We adapt the
standard “subtraction method” [18, 48, 83, 88] protocol to
VR. This determines the precise cost of mode-switching by
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subtracting the time to perform tasks using a single mode,
from those when alternating between two modes.

Participants and Apparatus
16 participants (mean age 28.5 sd = 6.3, 5 women, all right-
handed) were recruited. 7 had experience using a VR device.
Remuneration was $10.
An HTC Vive VR head-mounted display (HMD), with

a resolution of 1080 × 1200 px per eye, 90Hz refresh rate,
and 110○ FOV was used. Focal length was initially set to 63
mm, but participants were given the possibility to adjust
it. A high-end Windows 10 machine (3.6GHz Intel i7 CPU,
GeForce GTX 1080 GPU) ran the experiment application
written in Unity 5.5.3f1. A LEAP motion and two FSRs were
attached as described above.

Task
We adapt the 2D task used in previous mode-switching inves-
tigations [18, 48, 83] to a 3D task for VR. Considering that a
common class of VR consumer applications are for sketching,
painting, and 3D modeling (e.g. [8, 10, 23, 55, 60, 60, 79, 87]),
with much prior research in these areas [5, 31, 39, 74, 85],
we use 3D line drawing as our fundamental task. Note that
this is an abstraction of many 3D tasks, such as creating
objects other than lines (e.g. cubes, spheres), transforming
an object (e.g. moving, scaling), or panning a world scene.
Regardless, for the purposes of our experiment, the explicit
mode change is more important than the gross movement
of the hand during the task. All tasks were performed in a
standing position.

Line Drawing. A series of five aligned pairs of spheres is
presented to the user in the VR world (Figure 2). The spheres
in a pair need to be connected by drawing a 3D line between
them in the proper mode. Each sphere has diameter 100 mm,
the distance between spheres in a pair is 50 mm, and pairs
are stacked with 82 mm overlap. The position is calibrated so
the topmost pair is at the participant’s shoulder level. Sizes
and distances among the pairs are chosen so that participants
can easily reach each sphere without stepping, regardless of
pair orientation or movement direction. We chose the centre
of the palm as the line "ink" anchor as it is more stable than
the fingers, which are used for mode-switching.

For each pair of spheres, the line drawing task can be seen
as a four-step process. First, place the dominant hand inside
the starting sphere (a change of opacity indicates the centre
of the palm is inside). Second, engage line drawing using the
pinch trigger. Third, move the hand to draw the line until it
is inside the second sphere. Lastly, release the pinch to dis-
engage line drawing. Subtle audio feedback (‘tick’) indicates
line drawing engagement and disengagement. If engage-
ment or disengagement occurs outside the sphere, an error is

(a)

(b)

Figure 2: Line drawing task: (a) baseline; (b) compound.

logged, a buzz sounds, and the participant has to redraw the
line. This is repeated for all five pairs of spheres. The current
pair is indicated using colour saturation, and the required di-
rection of the line drawing is indicated through transparency
(most opaque sphere to semitransparent sphere).

Baseline and Compound Task Variations. There are two task
variations. In the baseline task, five pairs of blue spheres
are shown and the participant draws lines using only the
dominant hand pinch. In the compound task, the five pairs
alternate between blue and red colours, with the first pair
being blue. The participant must draw lines to connect a
pair of blue coloured spheres using a pinch, and red paired
spheres with the specified mode switching technique. To
switch modes, the participant must have formed the current
mode-switching technique posture at the moment line draw-
ing is engaged. As visual feedback, “moded” lines drawnwith
the mode-switching technique are red, and “unmoded” lines
are blue. These red or blue trails function only as an abstract
representation of two different modes. The colour of a small
sphere rendered in the middle of the palm also indicates the
mode. If there is a mode-switch error, a buzz sounds and the
participant has to redraw the current line.

Design and Procedure
The experiment is a within subjects design. Mode-switching
techniqe is the primary factor, with levels corresponding
to the seven techniques described above (nd-fist, nd-palm,
nd-fov, nd-head, n-fist, d-palm, d-point) and an eighth
technique using a standard HTC controller with a button
held in the non-dominant hand (nd-device). This functions
as a non-bare hand comparison baseline since the mode is
switched by holding the button. Like all other non-dominant
hand techniques, the dominant hand draws the line using
a pinch. Our block design deviates slightly from previous
mode-switching studies [48, 83] in the following ways.
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Pilot Study to Refine Design. Previous mode-switching stud-
ies used 9 blocks: 5 baseline (B) task blocks separated by
4 compound (C) task blocks (i.e. BCBCBCBCB). Consider-
ing that we wished to test 8 techniques (previous mode-
switching studies compared 5 or 6), and mid-air gestures are
more fatiguing than pen or touch interactions, we conducted
a 4-person pilot test to see if some blocks could possibly
be removed without impacting the results too much. Each
session took more than 90 minutes. Examining a graph of
task times by block for each technique gave no indication
of pronounced systematic differences between any of the
baseline blocks, and we did not find any significant inter-
action for techniqe × block. As a result, we reduce the
number of baseline blocks from 5 to 2 by keeping only the
first and the last baseline blocks (i.e. BCCCCB). The pilot
study also tested 6 directions for the drawing task: left and
right horizontal, up and down vertical, and in and out along
the depth direction. A graph of time by task direction did not
reveal any major differences, and we found no significant
effect, so we reduced the directions to 3 for the main study:
horizontal left, vertical down, and depth inward. With the
optimized experimental design, all eight techniques can be
tested in less than an hour with less fatigue.

Final Design. To minimize order effects, techniqe was
counter-balanced using a 8 × 8 Latin Square. The session
began with 5 baseline blocks for training. Then, for each
techniqe, there was a 3 min practice period followed by 6
blocks of tasks. The starting and ending block were baseline
tasks, remaining blocks were compound tasks (i.e. BCCCCB).
In each block, the participant had to complete 5 line drawing
tasks in 3 directions (left-to-right, up-to-down, out-to-in) in
random order. Breaks were encouraged between blocks. Af-
ter the experiment, participants provided subjective ratings
for each technique.

In sum there were: 8 techniqes (7 mid-air bare hand, 1
device) × 6 blocks (2 baseline, 4 compound) × 3 directions ×
5 line drawings = 720 line drawings per participant.

Dependent Measures
Mode Switching Time. The line drawing time is the duration
starting from line engagement in the starting sphere until
line disengagement in the ending sphere. Naively, one might
directly compare line drawing times in a baseline block to a
compound block (where a mode switch was required). How-
ever, all line drawings share a common overhead of moving
from the ending sphere of the previous line to the starting
sphere of the current line. Therefore, we use the “subtraction
method” [18, 83] to precisely isolate mode-switching time.

In a set of line drawing tasks, there are three “cycles”. The
first is from the moment spheres are visible until the pinch
trigger is released after drawing the line between the first

pair of spheres. The second cycle begins immediately after,
and ends when the pinch trigger is released after drawing the
line between the third pair of spheres. The third cycle begins
immediately after, ending when the pinch trigger is released
after drawing the line between the last pair of spheres. Dur-
ing the compound task, the second and third cycles are full
cycles. Each captures a complete mode-switch operation: the
participant switches into a mode using the specified tech-
nique, draws a line connecting spheres, switches out of the
mode, draws a line connecting another set of spheres, and
disengages line drawing mode. The first cycle only guar-
antees the baseline mode is active before the second cycle.
In each block, there are 6 full cycles (2 per direction). For
each technique, each participant completes 24 full cycles
with mode switching (in 4 compound task blocks) and 12 full
cycles with no mode switching (in 2 baseline task blocks).

The subtraction method isolates mode switching time us-
ing mean times from cycles. For each block, the mean time
for the second and third cycle is calculated using error-free
cycles. The mode-switching time is calculated by subtracting
the mean full cycle time of the first and the last baseline
blocks from the mean full cycle time of a compound block.
In total, this provides 8 mode-switch time measurements per
participant, per technique (2 per block).

Errors and Error Rates. Like Li et al. and Surale et al., we iden-
tify three error types. A start error occurs if the line drawing
is initiated outside the active starting sphere. An end error
occurs if the line did not connect the two active spheres in
the correct direction. A mode error occurs when the wrong
mode is used to connect the spheres in compound tasks (e.g.
connecting blue spheres with a red line). We further distin-
guish betweenmode-in and mode-out errors. Amode-in error
occurs when the participant fails to transition from baseline
to the specified mode-switching technique. A mode-out error
is when the participant fails to transition from the specified
mode-switching technique to baseline. Each of these error
types are recorded per trial as 1 if the error occurred, and 0
otherwise. The mean value across trials produces an error
rate.

Results
We examined error-free line drawing times to identify out-
liers more than 3 standard deviations from the mean for
each task. This removed 1% of the line drawing trials. Using
the remaining error-free full cycles, we used the subtrac-
tion method explained above to calculate mode-switch times.
Visual inspection of the mode-switch time distribution sug-
gested non-normality, confirmed by a Shapiro-Wilk test. To
compensate, all mode-switching time data points were log
transformed. Therewere 29 data points with slightly negative
mode-switching times, primarily for the fastest techniques

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 196 Page 6



nd-palm and nd-device. To compensate, we added 440 ms
to all times to guarantee positive values required by the log
transform. Note that log transformed data is only used for
statistical tests, all reported times are actual measured values.

Analysis Method. For mode-switching time and error rates,
we performed a techniqe × block repeated measures
ANOVA. Pairwise t-tests with Bonferroni corrections are
used. For interaction effects, we restrict pairwise tests to
comparing means across factor dimensions independently.
When the sphericity condition is violated, degrees of free-
dom were adjusted using Greenhouse-Geisser (ϵ < 0.75) or
Huynh-Feldt (ϵ ≥ 0.75) corrections.

Learning Effects. To determine if performance changed dur-
ing the four compound blocks, we tested for effects of tech-
niqe × block on mode-switch time and combined error rate
(one measure capturing whether any error occurred). Also,
to determine if performance changed between the start and
end baseline blocks, we tested effects of techniqe ×block
on cycle time of baseline blocks only. We found no statisti-
cally significant interactions involving block in any of these
test, indicating no or minimal learning effects. This matches
the performance stability noted by Li et al. [48] and Surale
et al. [83] All blocks are used in subsequent analyses, with
block used as a repeated measure.

Mode Switch Time. Most non-dominant techniques were
faster than dominant ones, with the device controller be-
ing the fastest (Figure 3). There was a significant main ef-
fect of techniqe (F7,105 = 4.93, p < .0001, η2G = .23). Post
hoc tests found nd-device faster than all dominant tech-
niques (d-fist, d-point, and d-palm) (all p < .001), and two
non-dominant techniques (nd-head, nd-fov) (both p < 0.05).
nd-palm was faster than d-palm (p < .05), d-fist (p < .0001),
d-point (p < .001), and nd-fov (p < .01). Furthermore, nd-
fist was faster than d-fist and d-point (both p < .05). No
significant differences were among the dominant hand tech-
niques. Ranking techniqes from fastest to slowest mea-
sured mode-switch time: nd-device (331 ms), nd-palm (459
ms), nd-fist (513 ms), nd-head (528 ms), d-palm (729 ms),
nd-fov (793 ms), d-fist (846 ms), and d-point (955 ms).

Overall Error Rate. Overall error rates were between 5.3%
and 18.3%, with dominant techniques more error-prone than
non-dominant techniques. Non-dominant hand mid-air tech-
niques were not significantly different from using a device
controller. There is a significant main effect of techniqe
on overall error rate (F7,105 = 5.95, p < .0001, η2G = .28). Post-hoc
tests revealed that the rate for nd-device (5.3%) was lower
than that of d-point (18.3%), d-palm (13.6%), and d-fist
(15.3%) (all p < .001). The d-point error rate was higher than
that of nd-head (7.8%), nd-palm (8.0%), nd-fov (9.2%) (all
p < .001), and nd-fist (9.5%) (p < .05). Finally, d-fist also had

D-POINT D-FIST ND-FIST D-PALM ND-PALM ND-DEVICE ND-HEAD ND-FOV

Figure 3: Mode-switch time by techniqe (error bars in all

graphs are 95% CI).

a higher error rate than nd-fov, nd-head, and nd-palm (all
p < .05). Note that the overall error rate for the baseline task
is 8%, so rates between 5.3% to 18.3% with mode-switching
are quite similar. Error rates in this range are in line with
reported error rates for mid-air interactions [53, 54].
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Figure 4: Overall error rate by techniqe.

Start and End Error Rates. start error rate was the largest
contributor to overall error rate (Figure 5). Measured rates
were between 3.7% and 14.7%, with dominant techniques
more error prone. A main effect of techniqe on start error
rate (F7,105 = 5.26, p < .0001, η2G = .26) with post hoc tests
showed nd-device (3.7%) was more robust than d-fist (12%),
d-point (14.7%) (both p < .001), and d-palm (9%) (p < .05).
Error rates of nd-fist (7.6%) (p < .05), nd-fov (7.4%), nd-
head (6.6%), and nd-palm (6.2%) (p < .001) were significantly
lower than d-point (14.7%), and the nd-palm rate was lower
than d-fist (all p < .001). For end error rate, we did not find
significant effect of techniqe, block, or their interaction.
Measured rates were between 2.2% and 6.1%.

Mode-In and Mode-Out Error Rates. For mode-in error rate,
Non-dominant hand techniques were comparable to using a
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Figure 5: Proportion of specific error rates by techniqe.

Note multiple error types can occur in a cycle.

controller, with dominant fist and palm slightly more error-
prone. Dominant pointing had high mode-in errors. All rates
were between 0.6% and 7.6%. There is a main effect of tech-
niqe on mode-in error rate (F3.79,56.92 = 6.10, p < .0001,
η2G = .29). Post hoc tests showed d-point had a higher rate
(7.6%) than all other techniques: d-palm (3.1%), nd-device
(1.5%), nd-fist (1.8%), nd-fov (2.2%), nd-head (3.6%), and
nd-palm (0.6%) (all p < .05). Moreover, the nd-palm rate was
lower than d-fist (4.4%), d-palm, and nd-head (all p < .05).
Except d-fist, most of the techniques had mode-out er-

ror rates below 2.4%, suggesting that mode disengagement
was a minor contributor toward overall error rate. Measured
rates were between 0.1% and 3.7%. There is a main effect
of techniqe on mode-out error rate (F4.13,62 = 3.28, p < .01,
η2G = .18). Post hoc tests showed nd-device (0.01%) and nd-
head (0.01%) had a lower error rate than nd-fist (1.9%),
d-fist (3.7%), and d-palm (2.4%) (all p < .05).
Subjective Ratings. After the experiment, we asked partic-
ipants to rate each technique with respect to six aspects:
ease-of-learning, ease-of-use, accuracy, speed, eye fatigue
and hand fatigue. A 5-point continuous scale was used, with
1 being the worst score (e.g. low accuracy, hard to learn, very
fatiguing) and 5 being the best (e.g. high accuracy, easy to
learn, not fatiguing).
Table 2 (a) summarizes the ratings. The distribution of

ratings was non-normal due to high negative skewness, so
values were transformed using Aligned Rank Transform
[102]. ANOVAs performed on transformed data revealed
significant main effects of techniqe on all the aspects
except eye fatigue. The main results of pairwise comparisons
between techniqe for each rating are:
● For hand fatigue, d-palm (p = .049) and nd-fov (p < .03)
were perceived as more fatiguing than nd-device (p < .05).
However, for the remaining techniques, reported fatigue
levels were not significantly different. This indicates that
fatigue levels for the overall experiment were low.

● For speed and accuracy, d-point and d-palmwere rated sig-
nificantly slower and less accurate thannd-device (p < .01).
For the remaining techniques, there was no significant dif-
ference in terms of speed. nd-device was perceived as
being more accurate than all the dominant techniques
(p < .001) and some non-dominant techniques, nd-fist and
nd-fov (p < .05). The remaining techniques, nd-head and
nd-palm were rated as being more accurate than d-point
and d-palm (p < .05).
● For ease-of-use and ease-of-learning, d-palm was rated
worse than all non-dominant techniques (p < .05), followed
by d-point, which was rated worse than all non-dominant
techniques (p < .05) except nd-fov. d-fist was perceived
as being harder to learn than nd-device and nd-palm.
nd-device was easier to use compared to all the dominant
hand techniques (p < .01).

Summary
Two non-dominant techniques, forming a fist or palm, were
not significantly different from using a controller device, and
had error rates comparable to the un-moded baseline task.
Yet, almost half of the participants picked the controller as
most preferred. To understand how the pinch engagement
trigger affects mode-switching, the next experiment evalu-
ates a dominant device controller as a trigger.

Overall, non-dominant techniques are generally faster and
less error prone than dominant ones. However, using only
a dominant hand would free the other hand, and in theory,
this should reduce fatigue. So why did dominant techniques
perform relatively poorly? Participant comments suggest
some confusion: “Difficult to change the modes using the same
hand. It is frustrating when it recognizes hand inaccurately”
[P3], “I feel Index, Fist, and Pinch are all same” [P7]. When
choosing fist, palm, and point for dominant techniques, we
felt these would reduce confusion since they are very dif-
ferent from the un-moded pinch trigger. Instead, using very
different actions seem to have increased confusion, and per-
haps introduced a time penalty for larger finger movements
required to switch between pinching and the mode-switch
action. We explore this in the next experiment by testing
subtle variations of a pinch for mode-switching actions.

5 EXPERIMENT 2
This experiment has two goals. First, test more subtle domi-
nant hand mode-switching techniques to see if actions more
similar to a pinch trigger might perform better. Second, test
the effect of using a device controller as the manipulation
trigger. The apparatus, quantitative measures and experi-
mental protocol are the same as in Experiment 1.
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Participants
We recruited 12 participants (mean age 29.6 sd = 3.37, 5
women, 1 left-handed). 6 participants had experience using
VR device. Remuneration was $10.

Techniques
We tested two sets of techniques. The first set consists of
two subtle variations of a dominant hand pinch as a mode-
switching action. We use a pinch baseline in this set, meaning
a pinch is used to engage line drawing as in Experiment 1.
The techniques are:
● Oriented Pinch (d-orient) — The mode is active when the
wrist is rotated clockwise (from the user’s perspective)
more than 45○. Manipulation is engaged and disengaged
using the thumb-to-index pinch.
● Middle Finger Pinch (d-middle) — The mode is active when
the middle finger and thumb are pinching. This also acts
as simultaneous engagement of the manipulation trigger.
Two 7 mm diameter FSRs were taped to the tips of the
index and middle fingers for precise detection.
For the second set, we re-use two non-dominant tech-

niques from Experiment 1, but this time with controller base-
line, where selection is triggered by the button of a device
controller held in the dominant hand. This enables us to
compare drawing a line with and without holding a physical
controller. An asterisk post-fix denotes these are versions of
the same techniques, but with a controller for selection.
● Non-Dominant Palm (nd-palm∗) — The mode is active
when all fingers of the non-dominant hand are extended,
roughly pointing up, with the palm facing right.
● Non-Dominant Controller (nd-device∗) — The mode is ac-
tive when the button of the non-dominant hand controller
is pressed. Note that both hands hold controllers.

Design and Procedure
The design and procedure are similar to the first experiment.
The mode switching techniqe is a within-subjects factor
with levels corresponding to the four mode-switching tech-
niques. The techniqe order was counter-balanced using

(a) D-ORIENT (b) D-MIDDLE

Figure 6: Mode switching techniques evaluated in experi-

ment 2. (a) orientated pinch (d-orient); (b) middle finger

pinch (d-middle)

a 4 × 4 Latin Square. In sum: 4 techniqes × 6 blocks (2
baseline, 4 compound) × 3 directions × 5 line drawings = 360
line drawings per participant.

Results
Data Pre-Processing. The same methods were used as in Ex-
periment 1. Less than 1% of the line drawing trials were
removed as outliers, and mode-switch times were log trans-
formed to correct non-normality. This resulted in 29 negative
values so 275 ms was added to all times to obtain positive
values. Again, log transformed data is used only for statistical
analyses. Reported times are measured values.

Learning Effects. To determine if performance changed dur-
ing the four compound blocks, we tested for effects of tech-
niqe ×block on mode-switch time and combined error rate.
We found no statistically significant interaction indicating
no learning effect across blocks, so all blocks are used in the
subsequent analysis.

Mode Switch Time. Middle finger pinch, a more subtle dom-
inant technique, was among the fastest techniques. There
was a significant main effect of techniqe (F3,33 = 3.96,
p < .05, η2G = .26). Post hoc tests found that nd-device∗
was faster than nd-palm∗ and d-orient (p < .05). Further-
more, d-middle is faster than d-orient (p < .001). However,
we did not find significant differences between nd-device∗
and d-middle. Ranking techniqes from fastest to slowest
mode-switch time: nd-device∗ (226 ms) or d-middle (233
ms), nd-palm∗ (467 ms), and d-orient (669 ms).

D-ORIENT D-MIDDLE ND-DEVICE ND-PALM* *
Figure 7: Mode-switch times by techniqe.

Error Rates. Overall error rate for the pinch and controller
baseline tasks are below 5% (3.9% to 4.5%), and between
5% to 9.5% for mode-switching techniques (Figure 8). All
techniques have comparable error rates, with the exception
of middle finger pinch, which had a higher end error rate
than non-dominant palm (Figure 9). There is no significant
effect of techniqe on any type of error, except for end
error rate. We found a main effect of techniqe on end error
rate (F3,33 = 3.52, p < .05, η2G = .26). Post hoc tests show that
d-middle (5.0%) is higher than nd-palm∗ (0.6%) (p < .05).
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Table 2: Subjective ratings for both Experiments (mean ± SEM).

(a) Experiment 1 (b) Experiment 2

d-point d-fist nd-fist d-palm nd-palm nd-device nd-head nd-fov d-orient d-middle nd-device∗ nd-palm∗

Accuracy 3.1 ±.3 3.7 ±.3 3.9 ±.2 3.2 ±.2 4.4 ±.2 4.9 ±.1 4.4 ±.2 3.9 ±.3 4.2 ±.2 4.3 ±.3 4.5 ±.2 3.8 ±.3
Learning 3.1 ±.4 3.7 ±.3 4.3 ±.3 3.2 ±.3 4.7 ±.1 5.0 ±.0 4.4 ±.2 4.1 ±.3 4.4 ±.3 4.3 ±.4 4.3 ±.3 3.8 ±.2
Ease of Use 3.2 ±.3 3.5 ±.3 3.9 ±.3 2.9 ±.3 4.7 ±.2 4.8 ±.2 4.1 ±.3 4.0 ±.3 4.1 ±.2 4.3 ±.4 4.2 ±.3 3.7 ±.2
Eye Fatigue 4.6 ±.3 4.8 ±.2 4.9 ±.1 4.9 ±.1 4.9 ±.1 4.9 ±.1 4.9 ±.1 4.6 ±.3 4.8 ±.1 4.9 ±.1 4.9 ±.1 4.9 ±.1
Hand Fatigue 3.9 ±.4 4.2 ±.3 4.2 ±.3 3.9 ±.4 4.4 ±.2 4.9 ±.1 4.4 ±.3 3.9 ±.4 4.4 ±.3 4.8 ±.1 4.6 ±.3 4.3 ±.3

Speed 3.4 ±.3 4.1 ±.2 4.2 ±.2 3.6 ±.3 4.5 ±.2 4.8 ±.2 4.3 ±.2 3.8 ±.3 4.2 ±.3 4.6 ±.3 4.4 ±.2 3.8 ±.3
Combined 3.6 ±.1 4.0 ±.1 4.2 ±.1 3.6 ±.1 4.6 ±.1 4.9 ±.0 4.4 ±.1 4.1 ±.1 4.4 ±.1 4.6 ±.1 4.5 ±.1 4.1 ±.1

D-ORIENT D-MIDDLE ND-DEVICE ND-PALM PINCH 
BASELINE

CONTROLLER
  BASELINE

* *

Figure 8: Overall error rate by techniqe. Baseline tech-

niques have start and end error rates.
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Figure 9: Proportion of specific error rates by techniqe.

Subjective Ratings. Similar procedures were followed to col-
lect and process subjecting ratings. However, no statistically
significant differences were found for any aspect, suggesting
participants may have perceived all four techniques equally.
Table 2 (b) summarizes those ratings. For overall preference,
42% of the participants liked d-middle and nd-device∗ and
42% disliked nd-palm∗.

6 DISCUSSION
We discuss findings considering both experiments, and their
potential impact on the design of VR interfaces.
Use non-dominant actions for accuracy-focused tasks and

dominant actions for longer tasks. When considering accu-
racy only, non-dominant techniques such as raising a palm
or touching the head are superior. If dominant hand mode
switching is required, a subtle variation on the selection
trigger, such as the middle finger pinch, is recommended.
Slower and more error prone dominant postures, such as
fist or palm, may be suitable for infrequent mode switch-
ing and tasks with less critical accuracy demands, such as

panning. Also consider that while the non-dominant tech-
niques are precise and fast, fatigue may be an issue for longer
periods of use [32]. A mix of dominant and non-dominant
mode-switching might prove to be most effective.
Avoid the pointing posture for frequent mode-switching.

Dominant pointing was the slowest technique, and led to
the most errors. This is surprising, since it is a commonly
used mid-air bare hand action. Using it for raycast pointing
is likely suitable [99], but other pointing techniques should
be considered if frequent mode switching is expected.
Subtle dominant hand techniques are a promising alter-

native to non-dominant controller technique. Experiment 1
showed that the device controller technique was least error
prone and fastest, but Experiment 2 shows that dominant-
hand techniques can reach the performance levels of non-
dominant ones when made subtle, as demonstrated by using
the middle finger pinch as a simultaneous mode-switch and
manipulation trigger. While we found significant differences
between using a device and all dominant techniques in Exper-
iment 1, mode-switching time for middle finger pinch (233
ms) was not significantly different from the device controller
(331 ms) in Experiment 2. Considering the device controller
was used for both mode-switching and manipulation trig-
ger, this is quite remarkable. For overall errors, middle-finger
pinch was comparable for all error rates, except the end error
rate. However, the overall error rate for middle finger (9.5%)
may be evidence of some potential increase compared to the
very low rates when using a device controller. Nevertheless,
subtle dominant hand techniques were perceived to be less
fatiguing. So, in the future, more variations of subtle gestures
need to be tested, for instance, single handed microgestures
[15], which could be useful for long hours of use.
Switching between very different dominant postures may

be confusing. For dominant hand techniques, we noted that
higher error rates may have had more to do with motor-
control confusion caused by rapidly switching between the
baseline pinch and a qualitatively different posture such as
fist, point, or hand. We believe the similarity to the basic
pinch for the oriented pinch and middle finger pinch in Ex-
periment 2 alleviated this confusion.
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A pinch is a practical alternative to a controller buttonWe
saw little practical difference between using a pinch trigger
compared to a controller button. When the non-dominant
mode-switching action is held constant, any difference be-
tween a pinch or a controller button for line drawing trig-
ger seems negligible. Comparing across experiments, t-tests
found no significant differences in mode-switch time be-
tween nd-device and nd-device∗ (t(97.2) = 1.7941, p = .07),
or between nd-palm and nd-palm∗ (t(99.2) = −0.0656, p =
.94). Comparing only line drawing times during baseline
tasks for these same two pairs further demonstrates a simi-
larity. The times are actually significantly faster when using a
pinch trigger compared to a device trigger (t(1775.5) = −4.20,
p < .001), but the effect size is as little as 41ms between
nd-device and nd-device∗. Finally, we observed no differ-
ences between overall baseline task time in Experiment 2
when pinching for a trigger, or when using a device button
(t(102.3) = 1.39, p = 0.16). This is an encouraging result show-
ing that a dominant pinch action for selection may be as
effective as a device controller button.

7 CONCLUSION
Wepresented an analysis of bare handmid-airmode-switching
techniques for VR. Techniques in Experiment 1 were selected
using a principled review of related work, and techniques
in Experiment 2 were selected to investigate specific ques-
tions raised by the first experiment. We found non-dominant
techniques to be fast and accurate compared to most domi-
nant techniques, but a dominant middle finger pinch shows
comparable performance. Most dominant hand techniques,
including popular actions like fist and point, also incurred
high error rates likely due to confusion with the unmoded
pinch manipulation trigger. Our findings can assist design-
ers in making informed decisions when mapping techniques
to mode-switching actions for VR applications. Our results
may generalize to other 3D interfaces using absolute posi-
tioning and direct manipulation, like AR. We hope these
results prove as useful to the VR community as previous
mode-switching studies have been for pen and touch.
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