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Abstract

New and rapidly-evolving classes of display devices bridge the gap between us and the immersive experiences of the future. The most intimate of these displays are the Virtual- and Augmented-Reality (VR and AR) ones, because they are capable of presenting synthetic environments that rival those in the real world. This ecosystem of personal and highly-immersive displays offers new challenges for research in computer graphics, display technologies, and human visual perception. While the extensive advancements in the areas of display and computer graphics technologies traditionally end at the on-screen “image,” there are several untapped opportunities for advances that exploit the interplay between the display characteristics and how our visual system perceives them.

In this article, we review recent progress in understanding and modeling the perception of immersive displays, as well as perceptually optimizing display technologies for immersive experiences. We present this review in the form of a taxonomy that maps the various properties of modern displays with the perceptual phenomenon that most closely interacts with them. From this taxonomy, we deduce several unsolved challenges in understanding human perception of displays, as well as perceptually-optimal characteristics of future displays.
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1. Introduction

Immersive displays in virtual and augmented reality (VR and AR) aim to recreate a realistic visual world. To achieve this goal, significant efforts have been deployed to increase spatial [1], angular (i.e., 3D capabilities) [2], temporal [3] resolutions, and dynamic ranges [4], etc. A large proportion of recent research in the areas of display optics and computer graphics terminates at the “screen” and only considers simplistic models of the end-user’s perceptual faculties. However, the final receiver of the displayed content, our visual system, is a complex biological and neural system. With growing diversity and ubiquity of display systems, especially near-eye head-mounted displays, it is increasingly insufficient to overlook their interactions with the human visual system.

In this article, we review recent research that studies and models human visual perception on immersive displays. We primarily focus on how modern and upcoming display technologies interact with different biological and neurological behaviors of visual perception. Specifically, we classify the behaviors into spatial, temporal, and behavioral categories. We also discuss the possibilities of inversely optimizing human perception with various applications. As a step further, we envision several future research directions that improve the immersive displays in a human-centered fashion.

2. Immersive Displays Meet Human Perception

Table 1 summarizes how display properties connect to the perceived visual content, as well as the most prominently-influenced perceptual behaviors.

<table>
<thead>
<tr>
<th>Perceptual Characteristic</th>
<th>Display Property</th>
<th>Example Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial</td>
<td>Retinal Acuity</td>
<td>Spatial Resolution, Subpixel layout [25]</td>
</tr>
<tr>
<td></td>
<td>Stereo Vision</td>
<td>Stereo Displays [12]</td>
</tr>
<tr>
<td></td>
<td>Accommodation</td>
<td>Varifocal and Light Field Displays [2, 6]</td>
</tr>
<tr>
<td></td>
<td>Peripheral Vision</td>
<td>Display Foveation [24]</td>
</tr>
<tr>
<td>Temporal</td>
<td>Flicker &amp; judder perception</td>
<td>Refresh rate &amp; persistence [5]</td>
</tr>
<tr>
<td></td>
<td>Change blindness</td>
<td>Display flickering [2,13]</td>
</tr>
</tbody>
</table>
both local computation and remote transmission. The study provides general guidance of the imperceivable delay for mini-regardless of network condition. In [14], Albert et al. suggested the remote data transmission inevitably causes latency. However, due to the complexity of the mismatching information density between most existing displays and their users.

(a) Resolution vs. visual acuity. Immersive displays are close to the eye, resulting in the demand for ultra-high resolution. The high resolution not only brings challenges of optical design but also high computational and energy costs. Further, unlike most screens, human vision is foveated, with its acuity being highest at the retinal center, a.k.a. fovea, and decreasing progressively toward peripheral vision. Several recent approaches in the area of foveated rendering have proposed to utilize this effect to improve performance and quality of graphics on near-eye displays [12, 13, 20, 28, 30]. An example is shown in Figure 2(a). However, due to the complexity of foveated rendering algorithms, realizing practical performance enhancement in FPS demands novel GPU architectural support [30].

(b) 3D displays vs. depth perception. Perceiving depth from the physical world is a completed procedure that integrates multiple cues such as occlusion, motion parallax, accommodation, and binocular disparity. Compared to traditional displays, head-mounted displays offer stereo cues, but do not always present images at the correct focal distance. This causes the well-known vergence-accommodation conflict (VAC). Light field and holographic displays optically create natural defocus blur thus showing their potential to be the future consumer-level immersive displays [31, 32].

Once again, efficiency of practical systems that avoid VAC remains an open and ongoing research challenge. The main roadblocks are their high computation load and noisy quality. By leveraging the eccentricity-based depth acuity [7] towards a closed-form sampling theory, the computation of a light field was demonstrated to be reduced to 16%-30% without the loss of either quality or depth cues (as in Figure 2(b) and [2]). A similar method can also be applied to holographic displays with perceptually reduced speckle noise [6, 33].

2.2 Temporal Properties

(a) Latency. In the vision of metaverse, the virtual content is typically stored in the cloud and dynamically stream to the user end. However, remote data transmission inevitably causes latency regardless of network condition. In [14], Albert et al. suggested the minimal latency as 80-100ms for a foveated immersive display. The study provides general guidance of the imperceivable delay for both local computation and remote transmission.

2.3 Behavioral Effects

(a) Simulator sickness is a core roadblock of immersive displays to replace our current mixed-reality devices. Completely eliminating sickness will allow for long-term usage. Commonly, a major cause of sickness is the sensory conflict between the incomplete simulation in displays and the physical world. For instance, beyond the extensively studied vergence-accommodation conflict [2], our study revealed the remarkable role of visual-

(b) Refresh rate vs. flicker/motion perception. Displays with low refresh rate can cause several visual artifacts, e.g. judder, flicker, and blur, which significantly deteriorate user experience and perceived realism of moving content [34]. The experience is much more objectionable for near-eye displays [3]. Consequently, high refresh-rate displays on desktop, mobile as well as VR devices are becoming increasingly common [35]. However, rendering high-quality visual content at ultra-high frame rates is challenging, and has led to explorations of dynamic refresh rate systems [30, 34]. Further, compared to spatial models, computational models of how humans perceive temporal changes in images are relatively new and underdeveloped [26, 27].

(c) Image characteristics vs. time perception. Given a stimulus, the precise perception of timing significantly affects our performance in critical tasks such as e-sports, defense, or long-term usability/fatigue. In [10, 15], a series of studies reveal how displayed and visual content affects our perception of time. Surprisingly, from low-level visual features such as frequency/contrast to mid-level display properties such as FoV, various visual content may alter our judgment of how long a stimulus lasts. As the first study on the correlation between display properties and long-scale temporal perception (up to minutes), we discovered a remarkably consistent pattern: larger displayed featured all shortened perceived time in intervals of up to 3min. Here, “larger” is defined in broad semantics such as higher FoV/contrast, and denser image content, as shown in Fig. 3(b). The discoveries suggest the possibilities of optimizing display properties and content to alter temporal perception at practice, towards the ultimate goal of reducing fatigue and improving performance.

Figure 2. Spatial perception. (a) shows a foveated rendering approach on 2D stereo head-mounted displays [12]. (b) shows a foveated rendering tailored for light field displays by preserving both spatial and depth perception [2].

Figure 3. Display properties and temporal perception. (a) shows a high field-of-view (FoV) video metric that predicts spatial and temporal visual similarities, considering several factors such as motion and flicker [28]. At long-term (seconds-minutes) scale, (b) shows how the display contrast/frequency/FoV all significantly affect our perceived time. Here H/L-VC indicates higher/lower-level features, e.g., larger/smaller FoV.

Figure 4. Displays with low refresh rate can cause several visual artifacts, e.g., judder, flicker, and blur, which significantly deteriorate user experience and perceived realism of moving content [34]. The experience is much more objectionable for near-eye displays [3]. Consequently, high refresh-rate displays on desktop, mobile as well as VR devices are becoming increasingly common [35]. However, rendering high-quality visual content at ultra-high frame rates is challenging, and has led to explorations of variable and dynamic refresh rate systems [30, 34]. Further, compared to spatial models, computational models of how humans perceive temporal changes in images are relatively new and underdeveloped [26, 27].
vestibular conflict in VR displays [11]. Due to the spatial limitation, the navigation in a virtual environment is typically implemented with the controller. Consequently, in highly dynamic virtual environments, the vestibular-sensed (stationary) conflicts with the visually sensed (moving) motions.

(b) Change blindness. Humans rapidly move the eye (a.k.a. saccades) 3-4 times per second, more frequent than our heartbeats (see Fig. 4). This behavior shifts the visual area of interest (i.e., targets) and the high-acuity foveal region. In highly interactive and intensive scenarios such as aircraft operation, saccade timing and landing accuracy determine our performance in searching peripheral targets. The displayed image flickering may change our understanding of peripheral vision, thus triggering saccades [16]. It is well-known that our visual acuity is significantly suppressed during, and even before/after saccades. Recent studies have shown that the change blindness may also change our locomotive actions without noticing [17].

Figure 4. Eye motion and change blindness behaviors while observing a stereo-displayed stimulus from [17]. The right image shows the gaze motion speed (Y) along time (X). The orange areas indicate those periods with saccade occurrence.

3. Challenges and Future Directions

(a) A generalizable display-perception metric. Metrics that predict perceived image quality are essential for evaluating modern displays and to identify the development/manufacturing directions. Most existing quality metrics, such as SSIM, PSNR, and [26], have limited scenarios in which they are useful and reliable. There are several modern use cases where usage is impractical or impossible. E.g., comparing quality between two ray-traced images often requires generating a reference image which might be prohibitively expensive to compute, especially at a large scale. Also, almost no existing metrics fully account for temporal behavior, including the impact of various eye motions (saccades, fixation, smooth pursuit). These are other limitations present some key d for future image metrics:

- Metrics that account for temporal artifacts including those caused by eye motion
- Metrics that do not require perfect references
- Metrics that consider stereo vision and accommodation

(b) Micro-scale visual-motor behaviors. Throughout Table 1, we’ve summarized the relationship between various display properties, and their effects on various aspects of visual perception. However, the study of human vision is not only limited to perception and visual acuity but also accounts for motor behavior in response to visual stimuli. Although the vision science community has produced a plethora of research studying the relationship between visual stimuli and motor behavior ([18], [19]), there is a gap in this area of research from the computer graphics side. With the emergence of various gaze-contingent computer graphics pipelines in AR/VR systems ([12], [20]), there is an increasing need to study motor behaviors such as gaze motion accuracy and timing, and how the properties of various display technologies affect these behaviors.

(c) Multimodal perception. We perceive the world by integrating multiple sensors beyond vision, e.g., audio [21] and haptics [22]. The future hyper-realistic immersive environment hopes to accurately replicate sensory signals such that the user perceives themselves as being in another physical or virtual world. That said, considering the cross-effect in a multi-modal fashion is a critical future research direction that optimizes display systems.

(d) Eye-in-the-loop optimization. Hardware-in-the-loop computation has been demonstrated to be an effective means in the era of deep learning. However, it still remains an open challenge to compute how the retina and visual systems perceive the light rays, despite the growing knowledge of statistical neuroscience discoveries on ventral stream [23]. Developing a differentiable model that predicts the optical retinal image would inversely optimize the display properties with regard to the human-perceived quality.

4. Conclusion

The ongoing wave of displays continues to improve the variety, quality and immersion of our digital visual experiences. In this review, we identify a notable gap between development of novel displays and our understanding of human visual perception. We discuss how this gap is an effective opportunity to further optimize the efficiency and quality of displayed pixels, and the various behaviors which are key parts of our perceptual interaction with digital displays. We also identify specific problems and directions of future research which would help accelerate the advances in future displays. Proposed investigations attempt to optimizing user-oriented experience in immersive displays. We call for attention and participation in new research in this growing area.
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