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Figure 1: (A) When pointing to a distal referent (Pa), people usually put their index finger between their eyes and target. Yet,

observers rely on a extrapolation of the arm-finger line to find the target of the gesture (perceiving something between Pb
and Pc). We presentWarping Deixis, an approach to reducing misinterpretation of deixis using body warping. Given a B) body

representation of a pointing person, our approach C) changes rendering of the avatar’s arm to reduce the gesture’s ambiguity.

ABSTRACT
When engaged in communication, people often rely on point-
ing gestures to refer to out-of-reach content. However, ob-
servers frequently misinterpret the target of a pointing ges-
ture. Previous research suggests that to perform a pointing
gesture, people place the index finger on or close to a line
connecting the eye to the referent, while observers inter-
pret pointing gestures by extrapolating the referent using
a vector defined by the arm and index finger. In this paper
we present Warping Deixis, a novel approach to improving
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the perception of pointing gestures and facilitate communi-
cation in collaborative Extended Reality environments. By
warping the virtual representation of the pointing individ-
ual, we are able to match the pointing expression to the
observer’s perception. We evaluated our approach in a co-
located side by side virtual reality scenario. Results suggest
that our approach is effective in improving the interpretation
of pointing gestures in shared virtual environments.
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1 INTRODUCTION
We present a novel technique to improve communication
via pointing gestures in Extended Reality (XR). When com-
municating, people often use deictic references (Deixis) –
designating the referent by pointing at it [10, 26, 51]. Point-
ing gestures are widely used to indicate distal artifacts and
locations to others forgoing lengthy verbal descriptions [37].
Deixis is key to facilitating collaboration, since it simplifies
information sharing [17, 19].

In XR collaborative environments, showing full or upper-
body representations of people is known to improve aware-
ness [6, 13], since natural body language combined with
speech can be used. Current XR technologies allow both
local or remote users to be immersed in collaborative virtual
environments (CVEs), making it possible for people to see
each other either through realistic virtual avatars [40] or
3D-scanned representations [36]. Deixis fosters collabora-
tion via natural gestures that indicate virtual objects in a
3D environment, since both pointing and task objects are
visible.

Collaboration improves when people are able to accu-
rately perceive others’ pointing gestures. Indeed, these have
a considerable impact both on efficiency and task perfor-
mance when referencing objects or locations that are in close
proximity [19]. For this reason, current computer-supported
cooperative work (CSCW) approaches resort to simple prox-
ies of deictic pointing – telepointers [18], virtual rays and
highlighted targets [55] – to reference workspace artifacts.
However, these proxies afford limited control, create visual
clutter, and exhibit unclear ownership. Furthermore, these
methods fall short when communicating areas, paths, and
directions [55].

While it is desirable to improve people’s ability to execute
and perceive natural gestures in CVEs similarly to what they
do in the real world, people observing pointing gestures are
often unable to precisely determine where another person is
pointing to [4, 11, 22, 43], causing people to engage in lengthy
verbal descriptions to single out the location of interest [19].
There are other ways to resolve referent ambiguity besides
natural language. However, our approach handles this in a
natural and transparent manner.

Figure 1A demonstrates a typical pointing gesture where
a person is pointing at a specific target (Pa). To this end, they
typically align the tip of their index finger with the referent
appearing in their field of view [4, 50, 53]. That is, the target
location is intercepted by the vector from the eye to the tip
of the index finger [22]. Yet, in contrast to referrer’s gesture,
observers use the direction of the pointer’s arm and index
finger to extrapolate its target [22, 53]. Thus, as exemplified
in Figure 1A, a linear extrapolation following the arm to
index finger vector leads to a perceived target (Pb) that is

perceived as lying above the spot designate by the person
performing the gesture. Furthermore, that extrapolation is
nonlinear and most observers would judge that the person
in Figure 1A is pointing at the vicinity of Pc.
In this work, we proposeWarping Deixis, to improve the

perception of deictic gestures in XR collaborative virtual en-
vironments. Our approach manipulates the pointer’s avatar
to rectify the pose of the pointing arm in real-time, for the
representation to match the way people perceive the deic-
tic gesture. We do this by dynamically relocating the arm
on the pointer’s virtual representation to create the illusion
of gesturing towards another location, thus improving the
perception by an observing collaborator, as demonstrated in
Figure 1B (before warping) and Figure 1C (after warping).

The main contributions of this research include: 1) Warp-
ing Deixis, a novel body warping technique to improve how
deictic gestures are interpreted in collaborative XR; 2) tech-
niques to redirect arm poses applicable to different repre-
sentations of virtual humans; 3) a user study, evaluating the
impact of our approach in referent identification tasks; 4)
and design considerations for future collaborative scenar-
ios. A user study validated the assumption that warping the
pointer’s arm can significantly reduce misunderstandings of
the referent and that people were not aware of the avatar
distortion, showing that our technique does not impair com-
munication in shared virtual environments as compared to
the non-distorted representation.

2 RELATEDWORK
Our research builds on prior work in three areas: 1) virtual
representations of people, 2) collaboration in XR environ-
ments, and 3) the fundamentals of human production and
interpretation of deictic gestures. Thus, in this section we
discuss previous related work and provide a discussion of
the state-of-the-art.

Virtual Representations of People
To enable collaboration, XR environments should rely on
complete portrayals of people to allow for the understand-
ing of nonverbal cues in addition to normal speech com-
munication. Nonverbal communicative cues include facial
expressions, gaze, body posture, deixis to indicate objects re-
ferred to in speech [33], and how people utilize the space and
position themselves when communicating (Proxemics [21]).
Being able to perceive such nonverbal cues is beneficial for
the sense of co-presence and helps people to communicate
naturally [12]. For this reason, such environments rely on
virtual representations of people to provide the necessary
awareness [20] of the collaborator’s activities.
Early groupware approaches employed telepointers and

cursors [18] as a mean to provide awareness of people’s
actions on a shared workspace. However, telepointers and
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cursors provide limited knowledge about people’s gestures,
making it impossible to anticipate their actions. Hence, dy-
namic representations of arms [48, 49] and hands [45, 56]
have been studied to convey such nonverbal cues, yet yield-
ing limited awareness of other people’s presence. Indeed, the
more realistic fully 3D rigged virtual avatars are, the better
they convey the feeling of co-presence [24]. Recent devel-
opments in commodity depth cameras enabled lifelike 3D
full-body reconstructions of people. For example, Maimone
et al. [32] presented a telepresence approach that employed
full-body reconstructions of people in a 3D display for cor-
rect visualization. In the case of Beck et al. [5], 3D recon-
structions are applied to virtual worlds where distributed
groups meet. There is also previous research in utilizing
Mixed and Augmented Reality to bring remote people to the
local environment. Pejsa et al. [38] employed commodity
projectors to render life-size representations of people creat-
ing the illusion of co-presence. Furthermore, Orts-Escolano
et al. [36] demonstrated high-quality reconstruction through
head-mounted displays (HMDs), creating an experience akin
to physical presence.

The state-of-the-art suggests that full body virtual avatars
can convey natural nonverbal communication cues essen-
tial for collaborating in a shared environment. Our research
builds on this previous work to improve the perception of
pointing gestures by manipulating the way virtual embodi-
ments are presented to people in XR environments.

Deixis in XR Collaborative Environments
Pointing gestures are an important nonverbal communica-
tion tool to coordinate and maintain a up-to-date understand-
ing of the context when collaborating, yet there are situations
where people experience difficulties describing verbally dis-
tal referents with hard-to-describe shapes or locations [29].
In these cases, the ability to observe pointing gestures facili-
tates collaboration by making the communication task more
natural.

Fussel et al. [16] suggested that, in collaborative distributed
settings, perceiving gestures improves task performance. In-
deed, deictic references increase workspace awareness by
allowing people to qualify verbal references to artifacts in
a shared workspace [19]. However, Wong and Gutwin [55]
suggested that using deictic referencing in XR environments
is more demanding than in the real world due to narrow
fields of view (FOV) and poor resolution of current display
technology.
Previous works showed that awareness cues can effec-

tively support communication, such as using virtual point-
ers [14, 18, 35] or enhancing the collaboration through high-
lighting visual and audio cues [7, 41]. Yet, virtual pointers can
provide inadequate or conflicting augmentations of point-
ing and produce a direction different from the pointers arm,

and highlighted objects may not match the pointing gesture.
Also, target highlighting is limited to predefined objects and
its discrete movement makes it harder to control. When used
in a collaborative environment these can contribute to clut-
ter [55]. Furthermore, Piumsomboon et al. [39] concluded
that such enhancements could obfuscate important social
cues (facial expression or body gestures). Despite that, Pium-
somboon et al. [40] introduced Mini-Me, an adaptive avatar
that uses redirected gaze and gestures, and found that their
approach was successful in improving user’s awareness of
their partner in a collaborative XR interface.

Our work focuses on improving the perception of deictic
references, and consequently, expedite collaboration. Thus,
our approach exploits the concept of gesture redirecting by
warping virtual representations of people in an imperceptible
way, without losing other important social cues.

Production and Interpretation of Deictic Gestures
Wong and Gutwin [54] suggested that people are “experts
at (. . . ) interpreting deictic gestures”. Yet, people often fail
to determine the exact location to which another person is
pointing to. The perceptual accuracy depends on whether
the pointing gesture is proximal or distal [43]. When indicat-
ing proximal referents, pointers are able to touch the target
and observers can identify targets with confidence [4]. In
contrast, when pointing at distal referents, people usually
align the tip of their pointing finger with their dominant
eye [53]. Indeed, ray pointing techniques exploiting the eye-
index vector have been used to detect deictic gestures for
object selection and manipulation in XR [30, 52] and large
scale displays [1, 25], since they offer high accuracy [25].
However, previous research suggests that humans interpret
distal pointing by extrapolating the vector defined by the
pointer’s posture [4, 53].

Herbort and Kunde [22] proposed that this difference be-
tween production and interpretation accounts for the system-
atic spatial misunderstanding of pointing to distant referents.
Salomon [42] suggested that human attempts at vector ex-
trapolation deviates from a geometric linear extrapolation.
Inasmuch as people observing the arm to index finger vec-
tor in Figure 1A would interpret a target position between
(Pb) and (Pc). Herbort and Kunde [22] asserted that people
interpret pointing gestures by using a nonlinear extrapola-
tion of the pointer’s arm-finger vector. This non-linearity
aspect of perceiving pointing gestures, can be described as
a Bayesian-optimal integration of a linear extrapolation of
the arm-finger vector and the observer’s prior assumptions.
Following this insight, Herbort and Kunde [22] introduced a
predictive Bayesian model to estimate the position of refer-
ents. Their model is based on the assumptions that partici-
pants engage in geometric extrapolation of the arm–finger
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line or eye–finger line and participants integrate the geo-
metric extrapolation and a priori information according to
Bayesian theory [27, 28]. The proposed Bayesian model can
be expressed as follows:

ŷBayesian =
d−2(1 −w)yдeo +wy0

d−2(1 −w) +w
(1)

Equation 1 considers d as the horizontal distance between
the plane containing referents and the pointer’s shoulder,
yдeo as the result of geometric extrapolation, and y0 as the a
priori assumed average referent position, which is set to the
pointer’s shoulder height. The Bayesian model also considers
the free parameterw , which relates to the variability associ-
ated with the linear extrapolations to the variability associ-
ated with the observer’s unknown prior assumptions. The
parameterw can assume values between 0 (participants rely
exclusively on geometric extrapolation) and 1 (participants
rely exclusively on the a priori assumption). The authors
determined values ofw individually for each participant and
provided the average values for different gesture interpre-
tation conditions. A study with participants revealed that
the that the nonlinear extrapolation of pointing interpreta-
tion can successfully be described by the Bayesian model
and referent estimates changed nonlinearly as a function of
distance.
In collaborative settings, misinterpreted deixis can thus

undermine intentional communication. More specifically,
failing to understand the exact target of a pointing gesture
prevents other people from correctly understanding the con-
text of collaborative tasks. In this research, we propose to
distort the representation of the pointing arm to improve
how others perceive the location of distal referents that the
pointer wants to communicate.

3 WARPING DEIXIS
We proposeWarping Deixis, an approach to reshape people’s
pointing poses in real-time, to improve human perception of
deictic gestures in collaborative settings. We define Warping
Deixis as any adjustment to the avatar of a person perform-
ing a pointing gesture in order to make distal referents both
more explicit and easier to be identified. These adjustments
should be plausible in order not to shift other people’s at-
tention away from the collaboration proper due to abrupt
arm movements. We followed an approach analogous to the
body warping technique by Azmandian et al. [2]. We also
target pointing gestures towards distal referents, commonly
executed with an almost fully extended arm [53], as depicted
in Figure 1A.
In this work, we focus on MR environments where peo-

ple collaborate with each other through virtual representa-
tions that can be manipulated whenever someone performs

a pointing gesture. Therefore, our virtual representation ma-
nipulation approach incorporates two separate stages; 1) ap-
plying a Bayesian model to determine where people should
be pointing when performing a gesture, 2) contributing a
warping technique to suitably change virtual representations
of people.

Bayesian-based Pointing Correction Model
As previously mentioned, when interpreting a pointing ges-
ture, observers try to identify distal referents using a linear
extrapolation of the vector that follows the pointer’s arm
(resulting in Pb when the pointer’s intended target was Pa, in
Figure 2A). However, experimental results from Herbort and
Kunde [22], suggest that human attempts at linear extrapo-
lation systematically deviate from a perfect geometric linear
extrapolation and the observer’s perceived position for the
referent is usually located slightly further up, between Pb and
Pc depending on the pointer’s distance to the referent. Still,
the observer’s interpreted distal target location is disparate
from the location intended by the person pointing (Pa). Ac-
cordingly, our approach follows these pointing production
and gesture interpretation fundamentals to determine the
optimal pointer’s arm pose that would cause the deictic arm
vector to appear to be pointing exactly above the intended
target (Pd), as depicted in Figure 2. This enables the natural
nonlinear human attempts of linear extrapolation to induce
the observer to perceive the correct intended distal refer-
ent. Next we detail the steps necessary to calculate what the
pointer’s arm position that will induce the desired effect.
First, to realize the intended target (Pa), it is necessary

to calculate the pointer’s deictic vector and examine its di-
rection. So ®a can be located by following the vector that
starts from the pointer’s eyes toward the index finger, ®a =
PIndex − PEyes . We define the vector representing the linear
extrapolation of the pointer’s arm as ®b = PIndex − PElbow .
We established the elbow as the vector’s starting point con-
sidering that pointing gestures towards distal referents are
not always executed with a fully extended arm [53] and,
therefore, the arm segment between shoulder and elbow are
usually not considered by observers when extrapolating the
arm’s pointing direction. However, any transformation of
the pointer’s arm should use the shoulder as a rotation pivot
point to exclude awkward and unnatural arm postures. More-
over, when in a pointing stance, the shoulder offers more
rotation freedom in contrast to the elbow.

Our approach relies on the Bayesian extrapolation model
defined by Equation 1 to predict the referent’s position esti-
mated by the observer (Pc), thus Pc = P̂b . Given the pointer’s
shoulder as a rotation pivot, it is possible to determine the
angular transformation needed to position the arm in the
location where it should be. So, as depicted in Figure 2B,
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Figure 2:WarpingDeixis uses A) a Bayesianmodel to predict

the referent’s location interpreted by the observer,Pc, and

B) calculates the necessary arm displacement to a C) distal

location Pd such that extrapolations would result in their

correctly interpreting the pointer’s intended target Pa.

the rotation required is the angular distance between (Pc)
and (Pa). Given the vectors from shoulder (PShoulder) to the
perceived target, ®u = Pc − PShoulder , and to the pointer’s in-
tended target, ®v = Pa − PShoulder , it is possible do determine
the rotation axis ®r = ®u × ®v and the rotation angle θ = ∠(®u, ®v).
The value of θ can be applied to the pointing arm of any

body representation of a pointing person, since θ is the angu-
lar distance necessary for the arm to be pointing to a distal
location (Pd) that should result in an interpretation of (Pa)
through a nonlinear human extrapolation of the pointing
gesture, as demonstrated in Figure 2C.

Warping People’s Virtual Representations
Different methods have been used to create a virtual repre-
sentation of people in XR environments (e.g. avatar model,
point clouds, virtual hands). In all these representations, arms
are usually defined by a set of 3D points representing either
joints or surface points. Therefore, any warping operation
will consist of transforming a set of points according to an

estimated matrix. For an avatar model, skeleton transforma-
tions would bring a rigged mesh to the right location, yet,
for point cloud-based representations, the transformation
must be applied to each individual point comprising the full
arm. Given a virtual representation V , consisting of a set of
3D points p, warping the pointing arm to another location
can be achieved considering that we have the position of the
pivot point (which in our case is PShoulder ) and that the point
set representing the arm,A ∈ V , can be estimated. Thereby,
the rotation matrix R representing the angular rotation θ
about the axis defined by ®r , and can be calculated by:

R = (cosθ )I + (sinθ )[®r ]× + (1 − cosθ )(®r ⊗ ®r ) (2)
Where [®r ]× is the cross product matrix of ®r , ⊗ is the tensor

product, and I is the identity matrix. Then, our warping
matrixW is:

W = TPShoulderRT−PShoulder (3)
Which represents a translation of the representation A to

the origin so it is centered around the pivot point PShoulder ,
followed by the rotation R, and translating A back to its
original position. Finally, we apply the warping matrix to
each 3D point in the virtual representation of the arm:

®pwarped =W ®p , ∀p ∈ A (4)
Figure 2C describes this process visually, highlighting in

green the points that were affected by the warping trans-
formation. In the next section, we introduce the user study,
describe the evaluation prototype and discuss implementa-
tion details.

4 EVALUATION
To assess whether our approach improves the perception of
pointing gestures in collaborative settings, we conducted a
user study using pairs of participants. During the evaluation,
participants were asked to alternate between the roles of
pointer and observer. The main goal was to check how warp-
ing the pointer’s armwould benefit the observer’s attempts at
extrapolating the target location. We also evaluated whether
our warping technique was perceptible to the participants.
For this, we employed a fully-immersive virtual environ-

ment to accommodate participants in a side-by-side forma-
tion (at a distance of 2m from each other), facing the location
were targets would appear. We followed the arrangement
of participants and location of targets previously utilized by
Herbort and Kunde [23]. However, in our evaluation, par-
ticipants were immersed in a virtual environment, yet they
could see each other’s 3D avatars in real-time. Accordingly,
we compared task performance and gathered user prefer-
ences in two conditions: (1) with Warping Deixis and (2)
without Warping Deixis (baseline).

CHI 2019 Paper  CHI 2019, May 4–9, 2019, Glasgow, Scotland, UK

Paper 608 Page 5



Procedure
Participants were asked to perform a set of three tasks for
each of the two conditions. The order of conditions was
counterbalanced between sessions to avoid biased results.
All sessions followed the same structure: 1) an introductory
briefing; 2) filling in a consent form and a profile question-
naire; 3) executing the tasks with the first condition; 4) filling
a questionnaire for the first condition; 5) executing the tasks
with the second condition; 6) filling the final questionnaire
for the second condition. This took approximately 30minutes
in total.

We started by introducing the user study procedure to each
pair of participants, followed by a description of the evalua-
tion’s main objective without revealing our body warping
technique. Participants were only informed that the evalu-
ation was a study on perception of pointing gestures. Each
participant was then randomly assigned to their location, left
or right in a side-by-side formation. Afterwards, participants
jointly executed both sets of tasks.
Task execution for each condition was made up of two

stages. In the first stage, the participant on the right initially
assumed the role of observer, while the left participant was
given referents to perform pointing gestures. Then, partici-
pants followed a set of three number identification tasks on a
vertical pole at three different distances, similarly to Herbort
and Kunde [23]. The second stage consisted of repeating
the first stage, but with the roles of pointer and observer
reversed. In the following, we detail the evaluation tasks.

Figure 3: Pole task: A) from the point-of-view of the pointer,

the pole featured blank squares and the target was high-

lighted in green; B) on the other hand, observers were un-

aware of the green target and the squares were numbered.

Tasks
For the purpose of this research, we reduced the need for
supplementary verbal or contextual information as much
as possible, since our objective relates to the accuracy of
the information conveyed by the pointing gesture alone.
Therefore, tasks were designed to not allow participants to
use verbal descriptions to convey the location of the target
referents, also, the participants were encouraged to not use
speech communication and just perform a pointing gesture.

We replicated the numbered pole experiment fromHerbort
and Kunde [23] in a virtual environment. In all tasks, differ-
ent information was presented individually to the pointer
and the observer, as shown in Figure 3. When participants
assume the roles of pointer and observer, they were asked
to perform three tasks using a vertical numbered pole at
different distances to the pointer: one, two and three me-
ters (Figure 4). While the participant in a pointing role was
presented with a highlighted target and no numbers, the ob-
server was unaware of the target’s location but could see the
numbers. The observer was asked to report the referent’s ex-
act location based on how they interpret other participant’s
pointing gesture.
The pole consisted of a vertical numbered line with 37

white squares with black borders (8cm x 8cm), starting from
the floor to 296cm of height. Thus, the vertical distance be-
tween the center of adjacent squares was 8cm. We doubled
the square size used by [23] to improve the readability in
Virtual Reality head-mounted displays, and the pole was po-
sitioned in front of the pointer. As shown in Figure 3A, the
pointer’s view of the pole consisted of blank squares with
the referent highlighted in green. Pointers were instructed
to point at the green square. On the other hand, the ob-
server’s view showed numbered white squares (Figure 3B).
The numbers on the square labels were previously assigned
to each square randomly and were used by the observer to
report where the pointer was pointing to. Each pole task
displayed numbered squares in a different order, and the top
and bottom squares were excluded as referents.

Setup and Prototype
We configured the evaluation environment for both partici-
pants side by side in the same room. Each setup consisted
of a desktop computer connected to an Oculus Rift head-
set as depicted in Figure 5. We used a non-intrusive open
source toolkit [46] for body tracking, to combine skeleton
information with the 3D representations of people in the
same coordinate system. Our capture setup included two
Microsoft Kinect v2 sensors mounted on tripods, 2m above
the floor, facing down to ensure that pointing arms were
always unobstructed during capture.
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A B C

Figure 4: Participants were asked to perform three referent identification tasks in a vertical pole positioned at A) one meter,

B) two meters and C) three meters.

We developed a prototype in Unity3D, and both setups
were connected through a LAN evaluation server using TCP
connections for both user’s representation and the synchro-
nization of the evaluation environment, as depicted in Fig-
ure 5. In the virtual environment, participants could see their
own body representations and their partners standing to
their side. The virtual representations in the virtual environ-
ment matched the real world position of the participants.
The virtual environment also included visual indicators of
the participants assigned positions, matching physical floor
mats providing passive haptic feedback. A separate control-
ling application was used by the evaluation moderator to
advance the tasks in both environments, instantiating targets
and indicators accordingly, and setting the given answers
during the pole tasks.
The participants’ virtual representations were drawn as

a 3D polygon mesh using color and depth values obtained
from the depth cameras. Body warping was implemented in
a vertex shader, applying Equation 4 to each point belonging
to the arm. To predict the observer’s interpreted location of

User
Tracker

Evaluation
Server

VR Client

VR Client

Depth Cameras Head-mounted
displays

Figure 5: Evaluation setup with two user study participants

and the prototype’s architecture design.

referents, we employed the average values of w for Equa-
tion 1 provided by Herbort and Kunde [22] for side view
gesture interpretation for each referent distance.

Warping can be triggered when someone is pointing to a
target location or virtual object. In this case, smooth tran-
sitions can be applied to avoid gross discontinuities in arm
movements. For the purpose of this evaluation, and since
the only target consisted of one pole, we employed a collider
much larger than the pole (four meters height and a width
of two meters), which triggered the warping as soon as the
participant raised an arm. This triggering approach allowed
for the warping to start earlier and gradually. However, this
strategy would need to be refined for virtual environments
with multiple targets.

In regards to warping virtual representations, whenever
a participant pointed to the target area, the shader would
be updated with the relevant skeleton joint positions. To
determine what point-cloud elements would be warped, our
approach selected the points that were contained within a
bounding volume, representing the person’s arm. To deter-
mine that volume, we considered all space at the distance of

Figure 6: To identify the pointing arm 3D points to warp,

we consider all points within a volume defined by a set of

spheres centered across the arm skeleton model joints and

other interpolated points between those joints.
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15cm from the center of each Kinect skeleton model joints
and interpolated bone positions calculated from increments
of 5cm, as demonstrated in Figure 6.

Apparatus
The evaluation trials were performed in a controlled labo-
ratory environment (Figure 5). All trials featured two mod-
erators. One managed the evaluation server and guided the
experiment, while another took notes and observed whether
participants experienced any difficulty or discomfort. The
server fired each trial and collected targets perceived by the
observer (manually introduced by the first moderator). To
collect targets, the second moderator used a scripted dia-
logue that required the observer to report and confirm the
perceived target’s number.

Each participant was instructed to stand on top of the floor
mats positioned to match the positional indicators in the
virtual environment. Participants were also instructed not
to move around freely and keep to their assigned positions
during each session.

Participants
Our subject group included 18 people (11 male, 7 female),
organized in pairs. While participants’ ages ranged from 18
to 44 years, most (14) were between 18 and 25 years old.
All reported having previous usage experience in Virtual
Environments.

5 RESULTS AND DISCUSSION
During the evaluation sessionswe collected Task Performance
data through logging, and User Preferences from question-
naires completed after finishing each set of tasks under both
conditions.

Task Performance
We measured participants’ task performance using the dis-
tance between the task’s target, as indicated by the pointer,
and the perceived target reported by the observing partic-
ipant. Similarly to Herbort and Kunde [23], we measured
distances between the centers of task targets and perceived
target squares on the virtual pole, and then converted these
to meters. Figure 7 shows the logged mean error distances of
the observers for each task under both evaluation conditions.
We performed a two-way repeated measures ANOVA to

assess how the independent variables, pole distance and
technique, affected the perceived distance to the target.
Pole distance included three levels (1, 2 and 3 meters) and
technique consisted of two levels (baseline and Warping
Deixis). All effects were statistically significant at the 0.05
significance level. The main effect for distance yielded an
F ratio of F (2, 34) = 60.325,p < .0005,η2p = .780. Post-hoc
Paired T-Tests revealed significant differences between 1m
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Figure 7: Task performance results for each condition:mean

and 95% confidence interval error bars.

(M = .094, SD = .009), and 2m (M = .215, SD = .016, t(35) =
−6.726,p < .0005,d = −1.121), between 1 and 3m (M =
.317, SD = .023, t(35) = −8.972,p < .0005,d = −1.495), and
between 2m and 3m (t(35) = −7.122,p < .0005,d = −1.187).
The main effect for technique yielded an F ratio of F (1, 17) =
5.753,p = .025,η2p = .253, indicating a significant difference
between baseline (M = .240, SD = .018) and Warping Deixis
(M = .178, SD = .017). The interaction effect was significant,
F (2, 34) = 16.747,η2p = .496.

Post-hoc tests, using a Paired T-Test withHolm-Bonferroni
correction (Table 1), revealed no statistically significant dif-
ference between our approach and the baseline condition in
the first task (1m to pole), whereas for the other tasks (2m
and 3m to pole), Warping Deixis (1m:M = .107m, SD = .067;
2m: M = .174m, SD = .089; 3m: M = .252m, SD = .135)
successfully improved the observers’ perception in com-
parison to the baseline (1m: M = .085m, SD = .043; 2m:

Comparison t df p d α

BL 1m - WD 1m -1.327 17 0.202 -0.312 0.05
BL 2m - WD 2m 2.671 17 0.016 * 0.629 0.017
BL 3m - WD 3m 3.386 17 0.004 * 0.798 0.01
BL 1m - BL 2m -9.331 17 <0.0005 * -2.199 0.006
BL 1m - BL 3m -11.212 17 <0.0005 * -2.642 0.006
BL 2m - BL 3m -8.57 17 <0.0005 * -2.019 0.007
WD 1m - WD 2m -2.66 17 0.016 * -0.627 0.025
WD 1m - WD 3m -4.354 17 <0.0005 * -1.026 0.008
WD 2m - WD 3m -3.277 17 0.004 * -0.772 0.013
Table 1: Statistical tests reported at p = .05 significance lev-

els (BL: baseline, WD: Warping Deixis). ∗ denotes statisti-

cal significance compared to theHolm-Bonferroni corrected

α value.
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Question Warping
Deixis Baseline

Q1. I felt present in the Virtual Environment. 5 (1.5) 5 (1.5)
Q2. I felt that my colleague was present in the
Virtual Environment. 5 (1.75) 5 (1)

Q3. I felt that I was pointing to were I wanted
to point. 4.5 (1) 5 (0.75)

Q4. It was easy to understand where my colleague
was pointing to. 4 (0) 4 (1.75)

Table 2: Results for the user preference questionnaires (Me-

dian, Inter-quartile Range).

M = 0.255m, SD = .094; 3m: M = 0.382m, SD = .121).
At one meter, the pointer’s index finger is so close to the
referent that our approach yields no significant gain. This
result agrees with the findings at one meter reported by Her-
bort and Kunde [23]. However, for either technique, longer
distances to the pole significantly increase the error to the
perceived target as shown on the last three lines of Table 1.
For these, Warping Deixis shows significant advantage.

User Preferences
After completing each set of tasks, participants were asked
to fill in a preferences questionnaire related to the condition
they had just experienced. One of our key goals was to as-
sess whether warping was perceived by the observers. The
questionnaire included statements scored on a 6-point Likert
Scale where a value of 1 meant that users did not agree at
all with a statement and 6 meant that they fully agreed with
it. Table 2 shows posed questions and corresponding results
for both conditions.

For all questions, theWilcoxon-Signed Ranks test revealed
no statistically significant differences between the baseline
and Warping Deixis conditions. This suggests that our ap-
proach warped the arm in a convincing manner, since par-
ticipants did not seemingly distinguish any morphological
changes in the body representations of their companions.

In addition, the questionnaire also featured the open ques-
tion: “Did you find anything strange about your partner’s
body representation in the Virtual Environment? If so, please
state what.”. Seven participants reported the somewhat noisy
representations caused by the depth sensor for both con-
ditions. However, they did not report anything specifically
relatable to the Warping Deixis condition, reinforcing that
avatar distortion was not noticeable.

6 LIMITATIONS
From the findings, as revealed by the evaluation, we conclude
thatWarping Deixis demonstrates a significant improvement
in the interpretation of deictic gestures to distal referents
in a Virtual Reality environment. The tasks presented show
that observers benefit from our warping technique when

interpreting the referents located two and three meters in
front of the person performing the pointing gesture. Still,
our approach has some limitations.

The employed Bayesian model only considers the vertical
axis to extrapolate the observers’ interpretations of pointing
gestures. In this research we focused on improving the accu-
racy of the vertical component, because misunderstandings
occur consistently due to the elevation of the arm [4, 22, 53].
Furthermore, arm elevation is not only relevant to indicate
referents in a vertical plane, but also is useful to refer to
objects at different depths/distances. Yet, previous research
suggests that human vector extrapolation is often biased
toward both the vertical and horizontal axis [8]. Further re-
search is necessary to assess the benefits of using a Bayesian
correction approach to horizontally distributed referents.
In our evaluation prototype, we employed a virtual rep-

resentation of the participants based on point cloud data
converted to a textured mesh, using data from commodity
depth cameras. Our approach showed some noisy contours,
especially in parts of the participants’ body that were not
facing the depth cameras. Some participants reported this,
although none suggested that the issue affected the experi-
ence. In future research, more accurate representations of
people should be used to assess body warping techniques.
One might argue that camera noise had the positive effect of
masking distortions induced by warping limbs during deictic
gestures. A more accurate representation might require more
work to make geometric distortions imperceptible.

Finally, our approach provides the means to reduce the
ambiguity of deictic gestures but does not allow for precise
identification of referents. Indeed, if the evaluation partic-
ipants were able to use verbal communication to resolve
target misunderstandings, tasks would require considerably
longer periods of time to be accomplished and the identifica-
tion of referents would be more exact. Yet, pointing gestures
also function as a complement to speech, when verbal com-
munication combined with deictic references is difficult [22].
Furthermore, pointing gestures to ambiguous referents re-
quire longer verbal descriptions than unambiguous ones [3],
allowing people in collaborative environments to become
more focused on domain tasks and less involved in the tasks
of maintaining the collaboration [19].

7 CONCLUSIONS AND FUTUREWORK
In this paper we introduced Warping Deixis, a body distor-
tion approach to improve the perception of pointing gestures
in virtual collaborative environments. The effectiveness of
the technique, is backed by an experimental evaluation as
compared to a baseline condition. To this end, we compared
our warping method with not applying it at all in a series of
tasks to identify referents on a numbered pole. We devised
a virtual environment where two participants alternately
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assumed roles of pointer and observer. Results suggest that
Warping Deixis is successful at reducing the ambiguity of
pointing gestures. Furthermore, people failed to notice the
effects of our body warping approach when interpreting
pointing gestures and arm motions.
Our results, beyond suggesting that Warping Deixis can

improve collaboration in XR scenarios, also indicate that
retargeting pointing gestures could benefit future human-
technology approaches. Environments that exploit avatar-
like or real-time 3D reconstructions of people are not the only
systems that would benefit from retargeting the direction of
pointing gestures, since any setting relying on the interpreta-
tion of deixis to interact with humans, currently suffers from
the misunderstandings and miscommunication previously
described. Thus, improvements in retargeting pointing ges-
tures should enhance the effectiveness of virtual humanoid
companions and non-player characters (NPCs) [34] in vir-
tual environments, as well as, physical robot instructors and
guiding helpers [9, 15, 31, 44, 47].
As for future work, we intend to further our research

on improving the perception of gestures on collaborative
environments. Namely, we plan to study Warping Deixis
to improve workspace awareness in 3D collaborative task
spaces with more than two collaborators. For this, we pro-
pose exploring a broader set of collaborative tasks. Also,
a general strategy to trigger body warping for virtual en-
vironments with multiple targets, should be the subject of
future research. In contrast to real life settings, Extended
Reality Environments support other means to resolve point-
ing inaccuracies, including virtual objects (halos, light rays,
etc) to enhance deixis. However, we might argue that con-
flicting indications such as misunderstood gestures could
decrease the effectiveness of these enhancers. In the future,
we plan to evaluate such observations via additional user
experiments. It might also be useful to examine additional
contextual, gesture or pose recognition approaches to trig-
ger avatar warping. Another promising direction is to study
other forms of body warping, focusing on ensuring that ma-
nipulated actions do not force people to convey different
meanings than they originally intended and further explore
deixis warping in real use case scenarios. Furthermore, since
the predictive Bayesian model from Herbort and Kunde [22]
is limited to a narrow set of arrangements of people, it would
be interesting to explore machine learning approaches to dy-
namically predict the tendency of people to rely exclusively
on either geometric extrapolation or on a-priori assumptions
(parameterw of Equation 1), for different group formations
and distances in proxemic interactions.
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