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Abstract

Projectors are currently undergoing a transformation as they evolve
from static output devices to portable, environment-aware, com-
municating systems. An enhanced projector can determine and re-
spond to the geometry of the display surface, and can be used in
an ad-hoc cluster to create a self-configuring display. Information
display is such a prevailing part of everyday life that new and more
flexible ways to present data are likely to have significant impact.
This paper examines geometrical issues for enhanced projectors, re-
lating to customized projection for different shapes of display sur-
face, object augmentation, and co-operation between multiple units.

We introduce a new technique for adaptive projection on non-
planar surfaces using conformal texture mapping. We describe ob-
ject augmentation with a hand-held projector, including interaction
techniques. We describe the concept of a display created by an
ad-hoc cluster of heterogeneous enhanced projectors, with a new
global alignment scheme, and new parametric image transfer meth-
ods for quadric surfaces, to make a seamless projection. The work
is illustrated by several prototypes and applications.

CR Categories: B.4.2 [Input/output and Data Communica-
tions]: Input/Output Devices—Image display ; H.5.1 [Information
Interfaces and Presentation]: Multimedia Information Systems—
Artificial, augmented, and virtual realities I.4.1 [Image Processing
and Computer Vision]: Digitization and Image Capture—Imaging
geometry

Keywords: projector, calibration, seamless display, augmented
reality, ad-hoc clusters, quadric transfer.

1 Introduction

Traditional projectors have been static devices, and typical use has
been presentation of content to a passive audience. But ideas have
developed significantly over the past decade, and projectors are now
being used as part of systems which sense the environment. The
capabilities of these systems range from simple keystone correction
to augmentation overlay on recognized objects, including various
types of user interaction.

Most such systems have continued to use static projectors in a
semi-permanent setup, one in which there may be a significant cal-
ibration process prior to using the system. Often too the systems
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are specifically designed for a particular configuration. But the in-
creasing compactness and cheapness of projectors is enabling much
more flexibility in their use than is found currently. For example,
portability and cheapness open the way for clusters of projectors
which are put into different environments for temporary deploy-
ment, rather than a more permanent setup. As for hand-held use,
projectors look like a natural fit with cellphones and PDAs. Cell-
phones provide access to the large amounts of wireless data which
surround us, but their size dictates a small display area. An at-
tached projector can maintain compactness while still providing
a reasonably-sized display. A hand-held cellphone-projector be-
comes a portable and easily-deployed information portal.

These new uses will be characterized by opportunistic use of
portable projectors in arbitrary environments. The research chal-
lenge is how to create Plug-and-disPlay projectors which work flex-
ibly in a variety of situations. This requires generic application-
independent components, in place of monolithic and specific solu-
tions.

This paper addresses some of these new problems. Our basic
unit is a projector with attached camera and tilt-sensor. Single units
can recover 3D information about the surrounding environment, in-
cluding the world vertical, allowing projection appropriate to the
display surface. Multiple, possibly heterogeneous, units are de-
ployed in clusters, in which case the systems not only sense their
external environment but also the cluster configuration, allowing
self-configuring seamless large-area displays without the need for
additional sensors in the environment. We use the term iLamps to
indicate intelligent, locale-aware, mobile projectors.

1.1 Overview

The focus of this paper is geometry. Successive sections address
issues about the geometry of display surfaces, 3D motion of a hand-
held projector, and geometry of a projector cluster. Specifically, we
make the following contributions –

Shape-adaptive display: We present a new display method in
which images projected on a planar or non-planar surface appear
with minimum local deformation by utilization of conformal pro-
jection. We present variations to handle horizontal and vertical con-
straints on the projected content.

Object-adaptive display: We demonstrate augmentation of ob-
jects using a hand-held projector, including interaction techniques.

Planar display using a cluster of projectors: We present al-
gorithms to create a self-configuring ad-hoc display network, able
to create a seamless display using self-contained projector units and
without environmental sensors. We present a modified global align-
ment scheme, replacing existing techniques that require the notion
of a master camera and Euclidean information for the scene.

Curved display using a cluster of projectors: We extend pla-
nar surface algorithms to handle a subset of curved surfaces, specif-
ically quadric surfaces. We introduce a simplified parameterized
transfer equation. While several approaches have been proposed for
seamless multi-projector planar displays, as far as we know, litera-
ture on seamless displays is lacking in techniques for parameterized
warping and registration for curved screens.

We omit discussion of photometric issues, such as the interaction
between color characteristics of the projected light [Majumder et al.
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2000] and environmental characteristics like surface reflectance,
orientation, and ambient lighting. We also omit discussion about
non-centralized cluster-based systems and issues such as communi-
cation, resource management and security [Humphreys et al. 2001;
Samanta et al. 1999]. Finally a full discussion of applications is out-
side the scope of the paper, though we believe the ideas here will
be useful in traditional as well as new types of projection systems.

1.2 Evolution of Projectors

Projectors are getting smaller, brighter, and cheaper. The evolution
of computers is suggestive of the ways in which projectors might
evolve. As computers evolved from mainframes to PCs to hand-
held PDAs, the application domain went from large scientific and
business computations to small personal efficiency applications.
Computing has also seen an evolution from well-organized config-
urations of mainframes to clusters of heterogeneous, self-sufficient
computing units. In the projector world, we may see similar devel-
opments – towards portable devices for personal use; and a move
from large monolithic systems towards ad-hoc, self-configuring dis-
plays made up of heterogeneous, self-sufficient projector units.

The most exploited characteristic of projectors has been their
ability to generate images that are larger in size than their CRT and
LCD counterparts. But the potential of other characteristics unique
to projector-based displays is less well investigated. Because the
projector is decoupled from the display (i) the size of the projec-
tor can be much smaller than the size of the image it produces, (ii)
overlapping images from multiple projectors can be effectively su-
perimposed on the display surface, (iii) images from projectors with
quite different specifications and form factors can be easily blended
together, and (iv) the display surface does not need to be planar or
rigid, allowing us to augment many types of surfaces and merge
projected images with the real world.

1.3 Relevant Work

The projector’s traditional roles have been in the movie, flight sim-
ulator, and presentation markets, but it is now breaking into many
new areas.

Projector-based environments There are many devices that
provide displays in the environment, and they are becoming more
common. Some examples are large monitors, projected screens,
and LCD or plasma screens for fixed installations, and hand-held
PDAs for mobile applications. Immersion is not a necessary goal
of most of these displays. Due to shrinking size and cost, projec-
tors are increasingly replacing traditional display mediums. We are
inspired by projector-based display systems that go beyond the tra-
ditional presentation or multi-projector tiled displays: Office of the
Future [Raskar et al. 1998], Emancipated Pixels [Underkoffler et al.
1999], Everywhere Display [Pinhanez 2001] and Smart Presenta-
tions [Sukthankar et al. 2001]. Many new types of projector-based
augmented reality have also been proposed [Raskar et al. 2001;
Bimber et al. 2002]. From a geometric point of view, these sys-
tems are based on the notion of one or more environmental sensors
assisting a central intelligent device. This central hub computes the
Euclidean or affine relationships between projector(s) and displays.
In contrast, our system is based on autonomous units, similar to
self-contained computing units in cluster computing (or ubiquitous
computing). In the last four years, many authors have proposed
automatic registration for seamless displays using a cluster of pro-
jectors [Yang et al. 2001; Raskar et al. 2002; Chen et al. 2002;
Brown and Seales 2002]. We improve on these techniques to allow
the operation without environmental sensors and beyond the range
of any one sensor. We also extend the cluster based approach to
second-order display surfaces.

Enhanced projectors Another related area of research is the
enhancement of projectors using sensors and computation. Under-
koffler et al. [1999] described an I/O bulb (co-located projector
and camera). Hereld et al. [2000] presented a smart projector with
an attached camera. Raskar and Beardsley [2001] described a ge-
ometrically calibrated device with a rigid camera and a tilt sensor
to allow automatic keystone correction. Many have demonstrated
user interactions at whiteboards and tabletop surfaces including the
use of gestural input and recognition of labeled objects [Rekimoto
1999; Rekimoto and Saitoh 1999; Crowley et al. 2000; Kjeldsen
et al. 2002]. We go further, by adding network capability, and by
making the units self-configuring and geometrically-aware. This
allows greater portability and we investigate techniques which an-
ticipate the arrival of hand-held projectors.

Grids Our approach to ad-hoc projector clusters is inspired by
work on grids such as ad-hoc sensor networks, traditional dynamic
network grids, and ad-hoc computing grids or network of worksta-
tions (NoW, an emerging technology to join computers into a sin-
gle vast pool of processing power and storage capacity). Research
on such ad-hoc networks for communication, computing and data-
sharing has generated many techniques which could also be used
for context-aware ‘display grids’.

2 Geometrically Aware Projector

What components will make future projectors more intelligent? We
consider the following elements essential for geometric awareness –
sensors such as camera and tilt-sensor, computing, storage, wire-
less communication and interface. Note that the projector and these
components can be combined in a single self-contained unit with
just a single cable for power, or no cable at all with efficient batter-
ies.

Figure 1 illustrates a basic unit. This unit could be in a mobile
form factor or could be a fixed projector. Because we do not wish
to rely on any Euclidean information external to the device (e.g.,
markers in the room, boundaries on screens, or human aid), we use
a completely calibrated projector-camera system.

Figure 1: Our approach is based on self-contained iLamps. Left:
components of enhanced projector; Right: our prototype, with a
single power cable.

In isolation, the unit can be used for several applications includ-
ing (i) smart keystone correction (ii) orientation compensated inten-
sities (iii) auto brightness, zoom, focus (iv) 3D scanner for geom-
etry and texture capture (with auto zippering of piecewise recon-
structions by exploiting the camera with accelerometer) (v) smart
flash for cameras, with the projector playing a secondary role to
provide intelligent patterns or region specific lighting.

The unit can communicate with other devices and objects to
learn geometric relationships as required. The ability to learn
these relationships on the fly is a major departure from most exist-
ing projector-based systems that involve a preconfigured geometric
setup or, when used in flexible environments, involve detailed cali-
bration, communication and human aid. Even existing systems that
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use a simple planar homography and avoid complete calibration re-
quire some Euclidean information on the screen (e.g., screen edges
or markers) [Sukthankar et al. 2001] or assume the camera is in
the ideal sweet-spot position [Yang et al. 2001; Raskar et al. 2002;
Brown and Seales 2002].

3 Shape-adaptive Display

When using projectors casually and portably, an ideal planar dis-
play surface is not always available, and one must take advantage
of other surfaces such as room corners, columns, or oddly shaped
ceilings. The shape-adaptive display in this section emulates exist-
ing examples of texture on curved surfaces, such as large advertise-
ments and news tickers on curved displays, and product labels on
curved containers. The issue is how to generate images that appear
’correctly’ to multiple simultaneous viewers. This is a different
problem to pre-warping an input image so that it appears perspec-
tively correct from a single sweet-spot location [Raskar et al. 1999].
Human vision interprets surface texture in the context of all three-
dimensional cues – when viewing a poster on the wall from one
side, or reading the label of a cylindrical object such as a wine bot-
tle, or viewing a mural on a curved building. The goal therefore is
to create projected texture which is customized to the shape of the
surface, to be consistent with our usual viewing experience.

3.1 Conformal Projection

This section describes how to display an image that has minimum
stretch or distortion over the illuminated region. Consider first a
planar surface like a movie screen – the solution is to project images
as if the audience is viewing the movie in a fronto-parallel fashion,
and this is achieved by keystone correction when the projector is
skewed. Now consider a curved surface or any non-planar surface
in general. Intuitively, we wish to ’wallpaper’ the image onto the
display surface, so that locally each point on the display surface is
undistorted when viewed along the surface normal.

Since the normal may vary, we need to compute a map that min-
imizes distortion in some sense. We chose to use conformality as a
measure of distortion. A conformal map between the input image
and the corresponding areas on the display surface is angle preserv-
ing. A scroll of the input image will then appear as a smooth scroll
on the illuminated surface, with translation of the texture but no
change in size or shape.

A zero-stretch solution is possible only if the surface is devel-
opable. Example developable surfaces are two planar walls meet-
ing at a corner, or a segment of a right cylinder (a planar curve
extruded perpendicular to the plane). In other cases, such as three
planar walls meeting in a corner, or a partial sphere, we solve the
minimum stretch problem in the least squares sense. We compute
the desired map between the input image and the 3D display surface
using the least squares conformal map (LSCM) proposed in Levy

Figure 2: Shape-adaptive projection. Left: the projector is skew
relative to the left wall so direct, uncorrected projection of texture
gives a distorted result; Right: the projector still in the same posi-
tion but use of LSCM removes the distortion in the projected image.

et al. [2002]. An example of texture projection using this approach
is shown in Figure 2.

LSCM minimizes angle deformation and non-uniform scaling
between corresponding regions on a 3D surface and its 2D param-
eterization space, the solution being fully conformal for a devel-
opable surface. For a given point X on the 3D mesh, if the 2D tex-
ture coordinates (u,v) are represented by a complex number (u+ iv)
and the display surface uses coordinates in a local orthonormal ba-
sis (x + iy), then the goal of conformal mapping is to ensure that
tangent vectors to the iso-u and iso-v curves passing through X are
orthogonal and have the same norm, i.e.,

∂u
∂x

=
∂v
∂y

∂u
∂y

= −∂v
∂x

In Levy et al. [2002], the authors solve this problem on a per tri-
angle basis and minimize the distortion by mapping any surface
homeomorphic to a disk to a (u,v) parameterization. The steps of
our algorithm are as follows.

1. Project structured light from the projector, capture images
with a rigidly attached calibrated camera, and create a 3D
mesh D of the surface.

2. Use LSCM to compute texture coordinates U of D, thereby
finding a mapping DΠ of D in the (u,v) plane.

3. Find the displayable region in DΠ that (a) is as large as pos-
sible and (b) has the vertical axis of the input image aligned
with the world vertical. The method for determining the ro-
tation between the input image and the world vertical is de-
scribed below.

4. Update U into U ′ to correspond to the displayable region.
5. Texture-map the input image onto the original mesh D, using

U ′ as texture coordinates, and render D from the viewpoint
of the projector.

3.2 Vertical Alignment

The goal of vertical alignment is to ensure the projected image has
its vertical direction aligned with the world vertical. There are two
cases – (a) if the display surface is non-horizontal, the desired tex-
ture vertical is given by the intersection of the display surface and
the plane defined by the world vertical and the surface normal, (b)
if the display surface is horizontal, then the texture vertical is unde-
fined. Regarding condition (b), the texture orientation is undefined
for a single horizontal plane, but given any non-horizontal part on
the display surface this will serve to define a texture vertical which
also applies to horizontal parts of the surface.

The update of U into U ′ involves a rotation, R, for vertical align-
ment, in addition to a scale and shift in the (u,v) plane. If the
computed 3D mesh were perfect, the computation of R could use
a single triangle from the mesh. But the 3D data is subject to er-
ror, so we employ all triangles in a least-squares computation. The
approach is as follows.

1. For each non-horizontal triangle, t j , in the 3D mesh D,
(i) Compute the desired texture vertical as the 3D vector
p j = n× (v×n), where n is the surface normal of the trian-
gle and v is the world vertical (obtained from the tilt-sensor),
and × is the cross-product operator, (ii) Use the computed
LSCM to transform p j into normalized vectors q j = (u j,v j)
in the (u,v) plane.

2. Find the rotation which maximizes the alignment of each
q j with direction (0,1) – compute the covariance matrix
M = ∑ j[u j v j ]T [0 1 ], find the singular value decompo-
sition of M as TSV T , and compute the desired 2D rotation as
R = TV T .
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3.3 Shape Constraints

It is sometimes desirable to constrain the shape of projected features
in one direction at the cost of distortion in other directions. For ex-
ample, banner text projected on a near-vertical but non-developable
surface such as a sphere-segment should appear with all the text
characters having the same height, even if there is distortion in the
horizontal direction. Additional constraints on the basic four partial
derivatives in LSCM are obtained by introducing equations of the
form λvert ·( ∂v

∂y −const) = 0. Typically, only one such equation will
be used. The equation above, for example, keeps stretch along the
vertical direction to a minimum, i.e., it penalizes and minimizes the
variance in ∂v/∂y over all triangles. This modification also requires
that the local orthonormal x,y-basis on the triangles is chosen ap-
propriately – in this case, the x-axis must point along the horizontal
everywhere on the surface. Figure 3 shows an example.

Results Surfaces used for conformal display, shown here and
in the accompanying materials, include a two-wall corner, a
concertina-shaped display, and (as an example of a non-developable
surface) a concave dome.

Figure 3: Left: uncorrected projection from a skew projector;
Right: correction of the texture using constrained LSCM. Observe
the change in the area at upper-left. Image is world horizontal
aligned. Vertical stretch is minimized (at the cost of horizontal dis-
tortion) so that horizontal lines in the input texture remain in hori-
zontal planes.

4 Object-adaptive Display

This section describes object augmentation using a hand-held pro-
jector, including a technique for doing mouse-style interaction with
the projected data. Common to some previous approaches, we do
object recognition by means of fiducials attached to the object of
interest. Our fiducials are ’piecodes’, colored segmented circles
like the ones in Figure 4, which allow thousands of distinct color-
codings. As well as providing identity, these fiducials are used to
compute camera pose (location and orientation) and hence projec-
tor pose since the system is fully calibrated1. With projector pose
known relative to a known object, content can be overlaid on the
object as required.

Advantages of doing object augmentation with a projector rather
than by annotated images on a PDA include (a) the physical size of
a PDA puts a hard limit on presented information; (b) a PDA does
augmentation in the coordinate frame of the camera, not the user’s
frame, and requires the user to context-switch between the display
and physical environment; (c) a PDA must be on the user’s person
while a projector can be remote; (d) projection allows a shared ex-
perience between users. Eye-worn displays are another important
augmentation technique but they can cause fatigue, and there are

1We use four coplanar points in known position in a homography-based
computation for the pose of the calibrated camera. The points are obtained
from the segments of a single piecode, or from multiple piecodes, or from
one piecode plus a rectangular frame. For good results, augmentation should
lie within or close to the utilized points.

stringent computational requirements because of the tight coupling
between user motion and the presented image (e.g., a user head ro-
tation must be matched precisely by a complementary rotation in
the displayed image). Projection has its own disadvantages – it is
poor on dark or shiny surfaces, and can be adversely affected by
ambient light; it does not allow private display. But a key point is
that projector-based augmentation naturally presents to the user’s
own viewpoint, while decoupling the user’s coordinate frame from
the processing. This helps in ergonomics and is easier computa-
tionally.

A hand-held projector can use various aspects of its context when
projecting content onto a recognized object. We use proximity to
the object to determine level-of-detail for the content. Other ex-
amples of context for content control would be gestural motion,
history of use in a particular spot, or the presence of other devices
for cooperative projection. The main uses of object augmentation
are (a) information displays on objects, either passive display, or
training applications in which instructions are displayed as part of
a sequence (Figure 4(top)); (b) physical indexing in which a user is
guided through an environment or storage bins to a requested ob-
ject (Figure 4(bottom)); (c) indicating electronic data items which
have been attached to the environment. Related work includes the
Magic Lens [Bier et al. 1993], Digital Desk [Wellner 1993], com-
puter augmented interaction with real-world environments [Reki-
moto and Nagao 1995], and Hyper mask [Yotsukura et al. 2002].

Figure 4: Context-aware displays. Top: augmentation of an identi-
fied surface; Bottom: guidance to a user-requested object in stor-
age bins.

Mouse-Style Interactions with Augmentation Data. The
most common use of projector-based augmentation in previous
work has been straightforward information display to the user. A
hand-held projector has the additional requirement over a more
static setup that there is fast computation of projector pose, so that
the augmentation can be kept stable in the scene under user mo-
tion. But a hand-held projector also provides a means for doing
mouse-style interactions – using a moving cursor to interact with
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the projected augmentation, or with the scene itself.
Consider first the normal projected augmentation data – as the

projector moves, the content is updated on the projector’s image
plane, so that the projected content remains stable on the physical
object. Now assume we display a cursor at some fixed point on
the projector image plane, say at the center pixel. This cursor will
move in the physical scene in accordance with the projector motion.
By simultaneously projecting the motion-stabilized content and the
cursor, we can emulate mouse-style interactions in the scene. For
example, we can project a menu to a fixed location on the object,
track the cursor to a menu item (by a natural pointing motion with
the hand-held projector), and then press a button to select the menu
item. Alternatively the cursor can be used to interact with the physi-
cal scene itself, for example doing cut-and-paste operations with the
projector indicating the outline of the selected area and the camera
capturing the image data for that area. In fact all the usual screen-
based mouse operations have analogs in the projected domain.

5 Cluster of Projectors

The work so far has been on individual projector units. This section
deals with ad-hoc clusters of projector units. Each individual unit
senses its geometric context within the cluster. This can be useful
in many applications. For example, the geometric context can allow
each projector to determine its contribution when creating a large
area seamless display. Multiple units can also be used in the shape-
and object-adaptive projection systems described above.

This approach to display allows very wide aspect ratios, short
throw distance between projectors and the display surfaces and
hence higher pixel resolution and brightness, and the ability to use
heterogeneous units. An ad-hoc cluster also has the advantages that
it (a) operates without a central commanding unit, so individual
units can join in and drop out dynamically, (b) does not require en-
vironmental sensors, (c) displays images beyond the range of any
single unit, and (d) provides a mechanism for bypassing the limits
on illumination from a single unit by having multiple overlapping
projections.

These concepts are shown working in the context of planar dis-
play, and also for higher order surfaces, such as quadric surfaces.
For the latter, we present a new image transfer approach. In the
work here, each projector unit has access to the same full-size im-
age, of which it displays an appropriate part. If bandwidth were
an important constraint, one would want to decompose content and
transmit to an individual projector only the pixels which it requires,
but that topic is not discussed.

5.1 Planar Display using Ad-Hoc Clusters

This section deals with a cluster projecting on the most common
type of display surface, a plane. Existing work on projector clusters
doing camera-based registration, such as [Raskar et al. 2002; Brown
and Seales 2002], involves projection of patterns or texture onto
the display plane, and measurement of homographies induced by
the display plane. The homographies are used together with some
Euclidean frame of reference to pre-warp images so that they appear
geometrically registered and undistorted on the display.

However, creating wide aspect ratios has been a problem. We
are able to overcome this problem because a single master camera
sensor is not required and we use a new global alignment strategy
that relies on pair-wise homographies between a projector of one
unit and the camera of the neighboring unit. Figure 5 shows a het-
erogeneous cluster of five units, displaying seamless images after
accurate geometric registration. The pair-wise homographies are
used to compute a globally consistent set of homographies by solv-
ing a linear system of equations. Figure 6(left) is a close-in view
demonstrating the good quality of the resulting registration.

Units can dynamically enter and leave a display cluster, and the
alignment operations are performed without requiring significant
pre-planning or programming. This is possible because (a) ev-
ery unit acts independently and performs its own observations and
calculations, in a symmetric fashion (b) no Euclidean information
needs to be fed to the system (such as corners of the screen or align-
ment of the master camera), because tilt-sensors and cameras allow
each projector to be geometrically aware. In contrast to our ap-
proach, systems with centralized operation for multi-projector dis-
play quickly become difficult to manage.

The approach is described below in the context of creating a large
planar display . A group of projectors display a seamless image, but
there may be more than one group in the vicinity.

Joining a group When a unit, Uk, containing a projector, Pk,
and a camera, Ck, wants to join a group, it informs the group in
two ways. Over the proximity network (such as wireless Ethernet,
RF or infrared) it sends a ‘request to join’ message with its own
unique id, which is received by all the m units, Ui for i = 1..m, in
the vicinity. This puts the cameras, Ci for i = 1..m, of all the units
in attention mode and the units respond with ‘ready’ message to
Uk. The second form of communication occurs via light. Unit Uk
projects a structured pattern, which may interrupt the display and
is observed by all the m cameras embedded in the units. If any
one camera from the existing group views the projected pattern, the
whole groups moves onto a quick calibration step to include Pk in
their display. Otherwise, the group assumes that Uk is in the vicinity
but does not overlap with its own extent of the display. Without a
loss of generality let us assume that the first n units now form a
group.

Pairwise Geometric affine relationship A well-known
method to register overlapping projectors is to express the relation-
ship using a homography. The mapping between two arbitrary per-
spective views of an opaque planar surface in 3D can be expressed
using a planar projective transfer, expressed as a 3x3 matrix defined
up to a scale. The 8 degrees of freedom can be computed from four
or more correspondences in the two views. In addition, due to the
linear relationship, homography matrices can be cascaded to prop-
agate the image transfer.

Unit Uk directs, using wireless communication, each projector ,
Pi for i = 1..n, in the group to project a structured pattern (a uni-
form checkerboard), one at a time. Projection is simultaneously
viewed by the camera of each unit in the group. This creates pair-
wise homographies HPiCj for transferring the image of projector Pi
into image in camera Cj.

We calculate pairwise projector homography, HPiPj, indirectly as
HPiCiHPjCi

−1. For simplicity, we write HPiPj as Hij. In addition, we
store a confidence value, hij, related to the percentage of overlap
in image area and it is used during global alignment later. Since
we use a uniform checkerboard pattern, a good approximation for
the overlap percentage is the ratio rij of (the number of features
of projector Pj seen by camera Ci) to (the total number of features
projected by Pj). We found confidence hij = rij

4 to be a good metric.
The value is automatically zero if the cameras i did not see the
projector j.

Global Alignment In the absence of environmental sensors, we
compute the relative 3D pose between the screen and all the projec-
tors to allow a seamless display. Without a known pose, the com-
puted solution is correct up to a transformation by a homography
and will look distorted on screen. Further, if the screens are vertical
planes, our approach automatically aligns the projected image with
the world horizontal and vertical.
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Figure 5: Application of self-configuring projectors in building wide aspect ratio displays. Left-top: Uncorrected projection from each of the
five projectors; Left-bottom: Registered images; Right: Setup of self-contained units and seamless display.

However, to compute the 3D pose for global alignment, we
avoid low confidence information such as stereo calibration and
tilt-sensor parameters of units, and exploit relatively robust image
space calculations such as homographies. Thus, we first compute
globally consistent homographies. A set of homography transforms

cascaded along a cycle
k−1
∏
i=0

H(i+1%k)(i) should equal identity. This is

seldom the case due to feature location uncertainty. Thus the goal
is to create a meaningful mosaic in the presence of minor errors. A
simple solution is to use a single camera viewing the display region
[Yang et al. 2001; Chen et al. 2000] and perform computation in
that space. When a single camera cannot view the whole display,
Chen et al. [2002] use a minimum spanning tree-based approach.
The graph nodes are projectors which are connected to overlapping
projectors by edges. The solution keeps only a minimal set of ho-
mographies. By using a projector near the center of the display
as the root node of the tree, this approach reduces the number of
cascaded homographies and thereby lowers the cumulative error.

We instead present a simple and efficient method for finding
a globally consistent registration by using information from all
the available homographies simultaneously. The basic approach
is based on a scheme proposed by [Davis 1998]. Cumulative er-
rors due to homography cascading are concurrently reduced with
respect to a chosen reference frame (or plane) by solving a linear
system of equations. The linear equations are derived from inde-
pendently computed pairwise homography matrices. We modify
the method to consider the confidence hij in measured pairwise pro-
jector homography Hij.

A global alignment homography Gi transfers image Ii in Pi into
the global reference frame. But it can also be written as a transfer
of Ii to I j with Hi j followed by transfer to global frame with Gj .

GjHi j ∼= Gi

Thus, we can build a sparse linear system of equations, where
each Hi j is known, to compute the unknown global transfers. Since,
each homography is defined up to a scale factor, it is important that
we normalize so we can directly minimize |GjHi j −Gi|. The deter-
minant of normalized homography, Ĥ is 1 i.e., Ĥ = H/(det|H|)1/3.
We omit the hat for simplicity. We further scale individual linear
equations by the confidence in Hi j computed as hi j above. Thus,
the set of equations are, for each projector pair (i, j),

hi j(GjHi j −Gi) = 0

If the number of independent pairwise homographies are larger
than the number of projector units, the system of linear equations is
over constrained and we solve it in a least squares sense to produce

a set of global registration matrices. After pairwise homographies
are exchanged, each unit performs the global adjustment separately
(in parallel) by treating its own image as the reference plane. Since
the projector image plane is not aligned with the screen, at this stage
the solution for global image transfer is known up to an unknown
homography, Hi0, between each projector Pi and the screen.

Euclidean reconstruction In the absence of Euclidean infor-
mation in the environment, we find Hi0 by computing the 3D pose
of Pj with respect to the screen. Although pose determination in
3D is noisy, our image transfer among projectors remains the same
as before, i.e., based on global transfer ensuring a seamless image.
Our approach to compute Hi0 is based on [Raskar and Beardsley
2001]. Note that this computation is performed in parallel by each
unit Ui. The steps are as follows.

1. Triangulate corresponding points in Pi and Ci image space to
generated 3D points X = {x1,x2..}.

2. Find a best fit plane, Π, for X. Assign a local coordinate
system with the plane Π as the x-y coordinate plane Find
rotation Rπ , between local and projector coordinate system.

3. Apply the rotation due to tilt, X0 = RtiltRπX , so that X0 is
now world and screen aligned i.e., z coordinate is 0, points in
a world vertical plane have the same x coordinate and points
in a world horizontal plane have the same y coordinate.

4. Compute homography, Hi0 , mapping the image of X in Pi
framebuffer to the corresponding 2D points in x-y plane for
X0 (ignoring z-value)

5. Finally for all other projectors, Hj0 = Hi0Hji , where Hji is
the global homography Gj computed by unit i.

Display Finding a suitable projection matrix for rendering for a
projector unit involves first computing the region of contribution
of the projector on the screen and then re-projecting that complete
display extent into the projector image.

In the first step, we find the extent of the illuminated quadrilat-
eral in screen-aligned (X0) coordinates by transforming the four
corners of the normalized projector image plane [±1 ± 1] using
Hj0[±1±1 1]T . The union of all projected quadrilaterals in screen
X0 space is a (possibly concave) planar polygon, L. In the Appendix
we describe a method to compute the largest inscribed rectangle, S
in L.

Each of n units calculates a slightly different rectangle Si de-
pending on errors in Euclidean reconstruction of X0. For a global
agreement for S, we take the weighted average for each of the four
vertices of Si. The weight is the distance of the projector Pi from
that vertex.

6
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Figure 6: Left : closeup of projector overlap for a four-unit cluster in a 2x2 arrangement. Left-top: projection of ordinary images (without
normalization of illuminatioin the overlap area); Left-bottom: a projected grid for the same configuration provides a clear visual indication
that the registration after global alignment is good. Middle: four self-contained units displaying overlapping images on a spherical surface
with discernible mis-registration after linear estimate of quadric transfer; Right: seamless geometrically corrected display after non-linear
refinement of quadric transfer parameters and intensity normalization.

In the second step, we find the projection of the corners of S in
the projector image space using H−1

j0 . Note that the re-projected
corners of S will most likely extend beyond the physical image di-
mensions of the projector. Since S represents the displayable re-
gion, it indicates the extents of the input image, T , to be displayed.
Thus, we can find the homography between input image and the
projector image, HTj.

We texture map the input image onto a unit rectangle (of cor-
rect aspect ratio) and render with a projection matrix derived from
HTj [Raskar 2000]. The intensity blending is implemented using
the alpha-channel in graphics hardware. The blending weights are
assigned proportional to the distance to the image boundary.

All the computations are performed symmetrically. After casual
installation, it takes about 5 seconds per projector to find pairwise
homographies. Global alignment, inscribed rectangle and blend-
ing weights computations take an additional 3 seconds. For a six
projector unit setup, the total time after casual installation is 30
seconds.

We show several demonstrations in the accompanying video.
(a) various projector configurations, (b) very wide aspect ratio, (c)
high-brightness display by superimposition of projected texture.

5.2 Curved Display using Ad-Hoc Clusters

The second type of display surface we consider for ad-hoc clus-
ter projection is the quadric. Examples of quadric surfaces are
domes, cylindrical screens, ellipsoids, or paraboloids. A solution
for quadric surfaces may inspire future work in ad-hoc cluster pro-
jection on higher-order and non-planar display surfaces.

In computer vision literature, some relevant work has used
quadrics for image transfer [Shashua and Toelg 1997]. In multi-
projector systems however, although several approaches have been
proposed for seamless multi-projector planar displays based on pla-
nar transfer (planar homography) relationships [Raskar 2000; Chen
et al. 2000; Yang et al. 2001], there has been little or no work
on techniques for parameterized warping and automatic registra-
tion of higher order surfaces. This is an omission because quadrics
do appear in many shapes and forms in projector-based displays.

Large format flight simulators have traditionally been cylindrical or
dome shaped, planetariums and OmniMax theaters use hemispher-
ical screens, and many virtual reality setups [Trimension Systems
Ltd 2002] use a cylindrical shaped screen.

Alignment is currently done manually. Sometimes this manual
process is aided by projecting a ‘navigator’ pattern [Trimension
Systems Ltd 2002; Jarvis 1997]. We propose a completely auto-
matic approach similar to the approach for planar clusters. Para-
metric approaches lead to reduced constraints on camera resolution,
better tolerance to pixel localization errors, faster calibration and fi-
nally a simpler parameterized warping process.

Our main contribution here is the re-formulation of the quadric
transfer problem and its application for seamless display. See Fig-
ure 6.

Simplification of Quadric Transfer Mapping between two
arbitrary perspective views of an opaque quadric surface in 3D can
be expressed using a quadric transfer function, Ψ. While a planar
transfer can be computed from 4 or more pixel correspondences,
quadric transfer requires 9 or more correspondences. If a homo-
geneous point in 3D, X (expressed as a 4× 1 vector) lies on the
quadric surface Q (expressed as a symmetric 4 by 4 matrix), then
XT QX = 0 and the homogeneous coordinates of the corresponding
pixels x in the first view and x′ in the second view are related by

x′ ∼= Bx− (qT x±
√

(qT x)2 − xT Q33x)e

Given pixel correspondences (x,x′), this equation is tradition-
ally used to compute the 21 unknowns: the unknown 3D quadric
Q = [ Q33 q; qT 1 ], a 3x3 homography matrix B and the epipole
in homogeneous coordinates, e. The epipole is the image of the cen-
ter of projection of the first view in second view. This form used in
Shashua and Toelg [1997] and even in later papers such as Wexler
and Shashua [1999] contains 21 variables, 4 more than needed. Our
method is based on a simple observation that we can remove part
of this ambiguity by defining

A = B− eqT E = qqT −Q33

7
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and obtain the form we use,

x′ ∼= Ax±
(√

xT Ex
)

e

Here xT Ex = 0 defines the outline conic of the quadric in the first
view and A is the homography via the polar plane between the sec-
ond and the first view. Note that this equation contains (apart from
the overall scale) only one ambiguous degree of freedom resulting
from relative scaling of E and e. This can be removed by intro-
ducing an additional normalization constraint, such as E(3,3) = 1.
Further, the sign in front of the square root is fixed within the out-
line conic in the image.

The suggested method to calculate parameters of quadric trans-
fer, Ψ, i.e., {A,E,e}, directly from point correspondences involves
estimating the quadric, Q, in 3D [Shashua and Toelg 1997], [Cross
and Zisserman 1998] using a triangulation of corresponding pix-
els and a linear method. If the internal parameters of the two views
are not known, all the calculations are done in projective space after
computing the fundamental matrix. However, we noticed that when
projectors rather than cameras are involved, the linear method pro-
duces very large reprojection errors, in the order of 20 or 30 pixels
for XGA projectors. The computation of the fundamental matrix is
inherently ill-conditioned given that the points on the quadric illu-
minated by a single projector do not have significant depth variation
in most cases. We instead use known internal parameters and esti-
mated Euclidean rigid transformations. Hence, unlike the planar
case, computation of accurate image transfer in this case, involves
three-dimensional quantities early in the calculation.

Our algorithm The steps are (a) Compute correspondences be-
tween cameras and projectors (b) triangulate and find the equation
of the quadric in 3D (c) compute the quadric transfer parameters
and (d) use quadric transfer to prewarp the input images.

As in the planar cluster case, each projector Pk, for k = 1..n
projects a structured pattern on the quadric, one at a time and is
viewed by cameras Ci, for i = 1..n, of the n units in the group. Let
us consider the problem of computing the quadric transfer, TCkPi,
mapping image in camera Ck to projector Pi. However, we cannot
directly find quadric transfer, ΨCkPi, without first finding a rigid
transformation , ΓCk

Pi , between Pi and Ck.
The steps for a camera Ck are as follows.

1. Since ΓCi
Pi is known, we triangulate corresponding points in

Pi and Ci to get 3D points and a mesh, Di, of the display
surface, and store them in Ci coordinate system.

2. Given 3D points in Di (projected by Pi) and corresponding
pixels observed by camera, Ck, of neighboring units, we find
ΓCk

Ci . Then,

ΓCk
Pi = ΓCk

Ci ΓCi
Pi

3. Fit a 3D quadric Qi to points in Di transformed into Ck coor-
dinate system

4. Find parameters of ΨCkPi from (Qi, projection matrix MCk
and MPi and pixel correspondences) using the new formula-
tion of simplified quadric transfer

5. Perform nonlinear refinement of ΨCkPi , i.e., ACkPi,ECkPi and
eCkPi to minimize pixel reprojection error i.e., distance be-
tween pixels in projector Pi and transferred corresponding
pixels from camera Ck

Note that finding the pose of a camera from known 3D points
on a quadric is error-prone because the 3D points are usually quite
close to a plane. Since we know the camera internal parameters,
we first find an initial guess for the external parameters based on a
homography and then use an iterative algorithm described in Lu et

al. [2000]. We use Powell’s method for nonlinear refinement of the
reprojection error.

Rendering For rendering, we treat the quadric transfer as a ho-
mography via the polar plane (i.e., A) plus a per-pixel shift defined
by E and e. Similar to the cluster for planar display, without the
aid of any environmental sensor or Euclidean markers in the scene,
we exploit this homography along with tilt-sensor reading at Uk to
align the display with the world horizontal and vertical. Given the
relationship between the input image and the image in Ck, as well
as quadric transfer between Ck and all Pi, i = 1..n, each unit warps
the input image into its own image space via ΨCkPi. We defer the
discussion on computing relationship between input image and im-
age in Ck, plus intensity blending to an upcoming paper. Note that
warping an image using a quadric transfer is different than render-
ing quadric surfaces [Watson and Hodges 1989].

We have implemented the rendering using a simple vertex shader
program. For each projector unit, we map the input image as a
texture onto a densely tessellated rectangular mesh, and compute
the projection of each vertex of the mesh using the quadric transfer.

Results There are two demonstrations in the accompanying
video. We show registration of three and four units on a concave
spherical segment (Figure 6)and on a convex spherical segment.
Our calibration process is relatively slow (about one minute per pro-
jector) compared to the planar case. The two time-consuming steps
are computing the camera pose from near-planar 3D points using
an iterative scheme in Lu et al. [2000], and a non-linear refinement
of A, E, e to minimize the pixel reprojection error.

The techniques are ideal for creating single or multi-projector
seamless displays without expensive infrastructure using the self-
contained projector units. New possible applications are low-cost
and flexible dome displays, shopping arcades, cylindrical columns
or pillars. The approach and proposed ideas can also be treated as
an intermediate step between planar to arbitrary free form shaped
displays.

6 Implementation

We have built several prototypes. The oldest is a box which in-
cludes an XGA (1024x768) Mitsubishi X80 projector, a Dell In-
spiron with ATI Radeon graphics board, a Logitech USB camera
(640x480), a tilt-sensor by Analog Devices ADXL202A (angular
resolution about 1 degree), and a wireless LAN card. The box is
closed with two circular holes in the front, one for the projector and
one for the camera. Other components inside the box are a power
supply, cooling fan, and a numerical keypad. The only cable com-
ing out of the box is for power. Our newest prototype uses an XGA
Plus V1080 projector with a Sony Vaio.

The Euclidean calibration of a single display unit uses an auxil-
iary camera. First the camera of the display unit and the auxiliary
camera undergo full stereo calibration using a checkerboard. The
projector then projects onto a blank plane, for two or more orien-
tations of the plane, and the projected points are reconstructed in
3D. Finally the projection matrix of the projector is determined us-
ing the correspondences between projector image points and the 3D
data.

The display surfaces are mostly everyday surroundings like walls
and corners, but we used an Elumens VisionStation dome for the
quadric projection to ensure a truly quadric surface.

For the object augmentation in Section 4, the projected augmen-
tation shows wobbles of a few mm for a projector which is 1-2m
away, but this seems not particularly detrimental to the viewing ex-
perience (there is currently no smoothing on the camera motion).
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For the planar transfer in Section 5, the reprojection error is
about 2 pixels with pairwise homographies and about 0.3 pixels
with global alignment. As seen in Figure 6(left), the images appear
registered to sub-pixel accuracy.

For the quadric transfer in Section 5, reprojection error after
linear estimation of the 3D quadric directly from point correspon-
dences is about 20 pixels. After estimating the external parameters
using method in Lu et al. [2000], the error is about 4 pixels. Finally,
non-linear minimization of reprojection using Powell’s method re-
duces the error to about 1.0 pixel. As seen in the video, when dis-
played on the half-dome, registration is about 1 pixel accurate.

7 Future Directions

Several new modifications and applications are possible with the
proposed intelligent projector: (a) a steady-projection projector –
a handheld projector that creates a stable image by responding to
the geometric relationship between the projector and display sur-
face and the instantaneous acceleration (measured by a tilt sensor);
(b) intelligent flash – the projector can provide direction-dependent
illumination for images captured by the camera in the unit, (c)
shadow elimination – cooperation between overlapping projectors
to fill in shadows during augmentation [Jaynes et al. 2001].

A geometrically aware projector can be further improved by con-
sidering photometric aspects. The projection can adapt for varia-
tions in surface reflectance or surface orientation and an intelligent
augmentation may look for suitable surfaces to project on, avoiding
low reflectance areas.

The system we have built is still fairly bulky, but the trend is for
miniaturization of projectors. The techniques we have presented are
ideal for a mobile form factor or temporary deployments of projec-
tors. LEDs are replacing lamps and reflective instead of transmis-
sive displays (DLPs, LCOS) are becoming popular. Both lead to
improved efficiency requiring less power and less cooling. Several
efforts are already on-going and show a great promise. For exam-
ple Symbol Technologies [Symbol 2002] has demonstrated a small
laser projector (two tiny steering mirrors for vertical and horizontal
deflection) and has even built a handheld 3D scanner based on such
a projector. Siemens has a built a ‘mini-beamer’ attachment for
mobile-phones [Siemens 2002]. Cam3D has built a ‘Wedge’ dis-
play where a projector can be converted into a ‘flat panel’ display
by projecting images at the bottom of a wedge shaped glass [Travis
et al. 2002]. A future mobile projector may double up as ’flat panel’
when there is no appropriate surface to illuminate, or ambient light
is problematic. Super bright, sharp infinite focus laser projectors
are also becoming widespread [Jenoptik 2002] which may allow
shape-adaptive projection without focus and ambient lighting prob-
lems. In addition suitable input devices are also appearing e.g.,
Canesta [2002] has built a projected laser pattern on which you can
type. The finger movement is detected by IR sensing. Finally novel
lamp designs, especially those based on LEDs or lasers are creating
smaller, lighter, efficient and long-life solutions.

8 Conclusion

Projectors are showing the potential to create new ways of interact-
ing with information in everyday life. Desktop screens, laptops and
TVs have a basic constraint on their size – they can never be smaller
than the display area. Hand-helds such as PDAs are compact but
the display size is too limited for many uses. In contrast, projectors
of the near future will be compact, portable, and with the built-in
awareness which will enable them to automatically create satisfac-
tory displays on many of the surfaces in the everyday environment.
Alongside the advantages, there are limitations, but we anticipate

projectors being complementary to other modes of display for ev-
eryday personal use in the future, and to have new application areas
to which they are especially suited.

This paper has investigated how to use projectors in a flexible
way in everyday settings. The basic unit is a projector with sensors,
computation, and networking capability. Singly or in a cluster, it
can create a display that adapts to the surfaces or objects being pro-
jected on. As a hand-held, it allows projection of augmentation
data onto a recognized object, plus mouse-style interaction with the
projected data. It works with other units in an ad hoc network to
create a seamless display on planar and curved surfaces. The ideas
presented provide geometric underpinnings for a new generation
of projectors – autonomous devices, easily adapting to operation
within a cluster, and adaptive to their surroundings.

Appendix: Largest inscribed rectangle

Here we describe how to compute the largest world axis-aligned
rectangle with given aspect ratio, a, inside a (possibly concave)
polygon L. L is formed by the union of projected quadrilaterals.
The solution for the three unknowns, two for position and one for
scale of the rectangle, can be solved by stating a set of linear in-
equalities for convex polygons but not for concave polygons. We
provide a simple re-parameterization of the problem.

Imagine L is drawn in z = 1 plane and a rectangle, R, of aspect
ratio a is drawn in z = 0 plane. A center of projection W=(x,y,z),
z in [0,1], to map R into a rectangle S in z=1 plane, is considered
valid if S remains completely inside L. We search for a center of
projection (CoP) with minimum z (blue circle) because it will create
the largest inscribed rectangle.

Consider the forbidden zones for W . Any CoP, that is inside the
set of pyramids, created by a point on L with R as base, is invalid
(yellow). Since the faces of the pyramid connecting z=0 and z=1 are
all triangles, our algorithm computes the intersection of each trian-
gle triple and keeps the one with smallest z value. We only need to
consider two types of triangles, those connecting a vertex of L with
edge of R and those connecting edge of L with a vertex or R. For
n-sided polygon, L, we have 8n triangles with an O(n4) algorithm.
This is clearly suboptimal in comparison to the O(n2) algorithms
[Agarwal et al. 1996]. Yet this algorithm is very easy to implement
in a few lines of code. Since n is O(number of projectors), runtime
of the algorithm is still negligible.

 
Forbidden 

Valid W* 

L 

R 

z=0 z=1 

Figure 7: Search for inscribed rectangle reparameterized as search
for a COP
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