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(a) Within-image annotation (WA) (b) Grid reference annotation (GA) (c) Directional annotation (DA) (d) Miniature annotation (MA)

Fig. 1. Heatmaps of the eye-tracking data of one participant for the four evaluated variants of map annotation with labels. The different
annotation variants lead to significantly different gaze characteristics. The target label is marked with a black box. In the case of the
methods with support for visual search ((b)–(d)), the label is also marked with a gray box in the ordered list outside the map.

Abstract—Visual search can be time-consuming, especially if the scene contains a large number of possibly relevant objects. An
instance of this problem is present when using geographic or schematic maps with many different elements representing cities,
streets, sights, and the like. Unless the map is well-known to the reader, the full map or at least large parts of it must be scanned to
find the elements of interest. In this paper, we present a controlled eye-tracking study (30 participants) to compare four variants of map
annotation with labels: within-image annotations, grid reference annotation, directional annotation, and miniature annotation. Within-
image annotation places labels directly within the map without any further search support. Grid reference annotation corresponds
to the traditional approach known from atlases. Directional annotation utilizes a label in combination with an arrow pointing in the
direction of the label within the map. Miniature annotation shows a miniature grid to guide the reader to the area of the map in which
the label is located. The study results show that within-image annotation is outperformed by all other annotation approaches. Best
task completion times are achieved with miniature annotation. The analysis of eye-movement data reveals that participants applied
significantly different visual task solution strategies for the different visual annotations.

Index Terms—Visual search, laboratory study, eye tracking, map visualization

1 INTRODUCTION

There are many tasks that require visual search for objects in an image.
Especially in the context of visualization, such search tasks are often
supported by appropriate interaction methods: typically, the user can
select an object type and the respective positions are highlighted in
the visualization. However, there are scenarios in which only static
representations are available or interactive selection is not provided,
e.g., in printed maps or in computer-based visualizations that do not
facilitate appropriate highlighting.

With this paper, we aim to evaluate and understand visual cues that
support visual search in 2D visualizations. We chose geographic maps
as objects of study because they are one of the oldest types of visual-
ization, they are in wide use, and they serve as a prototypical example
of 2D visualization. We use a simple version of maps: a 2D space
with text labels corresponding to the objects that participants had to
find visually. With this design, we avoid any confounds from addi-
tional visual elements, focusing on the actual search task.

In a controlled eye-tracking study, we compare four map annotation
techniques. The analysis of the eye-gaze data allows inference about
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possible gaze patterns, workload, and cognitive processes of partic-
ipants. The baseline is within-image annotation (WA; Figure 1(a)),
which just contains the labels on the map without any support for vi-
sual search. Traditional grid reference annotation (GA; Figure 1(b)) is
commonly used in city or street maps, enriching the map by an addi-
tional sorted list of labels that come with textual coordinates referring
to cells in the map (e.g., grid cell “C4”).

Other methods in this study also utilize a sorted list of elements
indicating the positions of the labels within the map to provide search
support. Nevertheless, such lists are not the only way to provide search
support, e.g., maps usually contain natural landmarks, which can be
used for orientation. However, we focus here on explicit annotations.

With annotations, the search space on the map is heavily reduced.
However, grid reference annotation requires switching between a tex-
tual representation of a sub-area of the map and its actual visual loca-
tion on the map. Therefore, we designed two new annotation variants:
Miniature annotation (MA; Figure 1(d)) avoids this mental switching
by replacing the textual coordinates with a graphical index in the form
of a miniature grid that highlights the indexed cell. Finally, directional
annotation (DA; Figure 1(c)) also uses a graphical index, yet with an
arrow that points to the label within the map. Therefore, it reduces the
search space to a straight line (in the direction of the arrow), instead
of reducing it to the area of a cell as for grid reference or miniature
annotation. For miniature and directional annotation, we place the
supporting labels and graphical cues at the border of the map. All four
map variants are displayed in Figure 1, overlaid with representative
examples of gaze data from the study.

One result of this eye-tracking study is that maps with supporting
annotations lead to better search performance than the baseline within-
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Fig. 2. (a) Traditional grid reference as commonly used in maps. It
combines a geographic and a list-based representation of the labels in
alphabetical order. The labels are combined with grid reference descrip-
tions to accelerate the label search task in the map. (b) Directional an-
notation uses an arrow (2) to indicate the direction in which the element
with the respective label (1) is located. The distance to this element is
shown with a line marker (3) on the arrow. (c) Miniature annotation uses
a miniature grid (2) to indicate the location of the element with the re-
spective label (1). The grid corresponds to the grid overlaid on the map
and the cell that contains the element is marked.

image annotation. Best task completion times are achieved with the
miniature annotation approach. The analysis of the eye-movement
data reveals interesting aspects of visual task solution strategies: par-
ticipants apply significantly different reading strategies for the differ-
ent annotation methods; we identified different steps that participants
performed during the search task. We relate our eye-tracking results
to an idealized model of the visual search steps. Based on our results,
we discuss possible future directions of visual search support for visu-
alization techniques.

2 RELATED WORK

Visual search is studied in many fields, ranging from perceptual psy-
chology all the way to its application in interactive visualization
[12, 19, 23, 30, 34]. These studies either investigate if a visualization
is useful for a given task or they focus on how visualizations can be
enhanced with respect to visual cognition, perception, and attention.

To perform visual search, a reader has to actively scan the visual
environment, e.g., a map filled with textual descriptions. All elements
that are not of interest are so-called distractors. The search for a certain
feature becomes more difficult with increasing number of distractors,
unless the search target “pops out”. This phenomenon is researched in
preattentive processing [11, 30].

In this paper, we focus on visual search not supported by preatten-
tive, bottom-up processing. Instead, we consider the typical problem
of searching for a target within a group of perceptually similar distrac-
tors, focusing on top-down perceptual processing. The concrete case
is the search for textual objects that are used as labels in a 2D map. To
speed up visual search, we have to reduce the search space from the
full map to a smaller part. A typical example of this approach is the
use of grid references (see Figure 2): the map is visually enhanced by
an (alphabetically) ordered list of the text labels (such as street names)
associated with a textual coordinate of a grid cell (e.g., “B2”). With
this approach, visual search is still required but is more efficient, since
it is restricted to a certain cell. Researchers argue that grids are benefi-
cial compared to other reference line systems because grids are simple,
more accurate, and facilitate map compilation [28]. We include grid
references in our evaluation, since they are commonly used in maps.

Although grid references are useful and support the guidance to a
smaller region in which the target is located, a viewer first needs to
build the correspondence between the textual description of the grid
cell (coordinates) and its spatial location, which comes with additional
cognitive load. Therefore, we conjecture that a visual correspondence

between annotation and target position in the map might be beneficial.

An intuitive way of establishing visual links is by drawing lines
that connect two elements, e.g., as in node-link diagrams. Such dia-
grams typically utilize full-length straight links that perfectly guide the
viewer from one location to the connected object [15]. This approach
can also be used to connect boundary labels around maps with inte-
rior points [2]. Unfortunately, diagrams with many full-length links
can exhibit visual clutter [27]. Therefore, crowded maps do not work
with standard link representations; however, partial links [6] that point
into the coarse direction of a location are a promising alternative. We
adopt them for our directional annotation approach. Alternatively, di-
rectional information could also be shown by partial circles whose cur-
vature, respectively size, indicates distance [1]. Another method that
still connects labels at the border of the map with the actual position in
the map with a line is presented by Kindermann et al. [16]. They rear-
range the labels at the border and bend lines in order to avoid crossings
and clutter.

As another variant, we use miniature annotation. Here, correspon-
dence is not shown explicitly as for direct links, it is rather given im-
plicitly by marking the corresponding grid cell in a simplified minia-
ture representation of the map domain. Miniature representations are
often used in visualization, for example, for sparklines [31] or as 3D
miniature maps to support navigation in 3D virtual worlds [29]. An-
other example are TimeRadarTrees [5], which use a radial grid minia-
ture annotation to visualize the correspondence to a large context rep-
resentation of a dynamic graph. Furthermore, origin–destination (OD)
maps can be visualized in a way that miniature versions of the map are
placed inside the cells of a regular grid [35].

For map design in general, there are several suggestions, guide-
lines, and principles; see, e.g., the books by Robinson [25], Robin-
son et al. [26], or Tyner [32]. According to Tyner, the design goals
are clarity, order, balance, contrast, unity, and harmony. Our anno-
tation approaches do not change the content of carefully designed
maps, but rather include small additional information outside of the
map to support a reader in performing a search task. There are other
examples of enhanced map visualization based on further graphical
elements, including label placement for metro maps [37], map label-
ing [7], graphical legends [8], highlighting of interesting locations in
tourist brochures [3], or annotation with loop lines [36].

Our paper is based on an eye-tracking study to assess the visual-
ization efficiency, following the widely accepted need for improved
evaluation in visualization research [18], including eye tracking [17].

We are not aware of any previous study that would have compared
map annotations like ours. However, loosely related, there is a study of
participants’ performance (latency and accuracy) for tasks with three
different map legend designs [10]. In contrast to our tested methods,
legends are used here to provide the meaning of a symbol on the map.
Their findings show no best or least efficient map legend, but the au-
thors came to the conclusion that the design should by influenced by
the purpose of the map and also by the opinion of users. Another eye-
tracking study assessed the readability of links encoding directional
information in trajectory visualization [24]. The authors use here eye-
tracking metrics to get insight into the cognitive workload of partic-
ipants. According to their evaluation, tapered links performed best,
which we use for the directional annotation.

Independent of which map or annotation is used, a viewer is sup-
posed to establish a correspondence between the available location in-
formation and the actual position on the map. Therefore, the topic
of this paper is related to the general problem of correspondence vi-
sualization, which also includes visual comparison (e.g., for multidi-
mensional data [9]) or visual support in multiple coordinated views
[21, 33]. The concepts and research results in these fields can be ap-
plied to the visual search support provided by map annotations. Here,
annotations provide perceptional cues to make relations between la-
bels and actual locations in the map clearer, and focus the attention of
participants on specific areas on the map.

3 VISUAL SEARCH SUPPORT

To support search tasks in maps, a connection between an alphabeti-
cally ordered list of elements and their position in the map has to be
provided. Thereby, the reader first searches the ordered list for the el-
ement of interest. The list provides then a hint where the element can
be found on the map.

3.1 Within-Image Annotation (WA)
The baseline for comparison is a map with labels directly placed at
their corresponding positions in the display space (Figures 1(a) and
4(a)). This within-image annotation does not provide any extra visual
cues to accelerate the search for labels in a map. In the worst case,
the reader has to scan the entire map. Furthermore, there is no inher-
ent ordering of labels, like in an alphabetically ordered list, i.e., no
additional support for a faster search.

3.2 Grid Reference Annotation (GA)
The traditional grid reference approach is commonly used in maps
(Figure 2(a)). A 2D Cartesian coordinate system divides the map into
smaller cells. An alphabetically ordered list provides an index for the
names and labels contained in the map. This list includes respective
textual coordinates for each entry (e.g., “B2”). The reader then only
has to search in the cell with the coordinates provided by the list (Fig-
ures 1(b) and 4(b)).

Based on this concept, we designed two variants of annotation tech-
niques that support search tasks in maps: directional annotation and
miniature annotation. Both techniques have in common that they use a
more direct visual connection between the ordered list and the map. In
contrast, the traditional grid reference uses two coordinates in a textual
representation to indicate the respective cell in the map.

3.3 Directional Annotation (DA)
This annotation technique uses an arrow to point in the direction of the
element of interest (see Figure 2(b)). The shape of the arrow resembles
a tapered link, which was shown to be an efficient link representation
[15]. We do not use a full-length link to the element of interest but
rather a shortened version in the sense of a partial link [6]. With this
approach, the user has to search only in the indicated direction for
the element. To further improve the search, a marker on the arrow
indicates the distance of the annotation to the element. Hence, this an-
notation technique uses direction and distance as cues for the location
of the element of interest.

There are other possible encodings for the direction and distance of
an element, e.g., the distance could be mapped to color. However, our
design is more intuitive because we use a direct representation of both
quantities, i.e., direction is represented by the angle of the arrow and
distance is represented by the position of the marker.

With this approach, the duration for finding a designated element
depends on the proximity of the annotation to the element. We place
the ordered list of elements directly around the map to minimize
the average distance between arrows and labels within the map (Fig-
ures 1(c) and 4(c)).

3.4 Miniature Annotation (MA)
Miniature annotation is more closely related to the traditional grid ref-
erence concept. We also use a grid to divide the map into different
cells. Instead of using a 2D coordinate system to indicate the cell with
the designated element, we use a visual miniature representation of
the grid and mark the respective cell in it (see Figure 2(c)). With this
approach, it is not required to read the textual coordinates and search
for them along the coordinate axes of the map.

This approach has some advantages compared to directional anno-
tation. Instead of using two different encodings for direction and dis-
tance, the miniature representation incorporates both. This might be
more intuitive to understand. Furthermore, when using the directional
annotation without any additional visual aids, the reading accuracy de-
creases with the distance of the element [4]. In contrast, the reading
accuracy of the miniature annotation is independent of the location of

the respective element. Finally, it is not required to place the miniature
annotations close to the map.

A drawback of this approach is that the location of the designated
element is only coarsely represented, while the directional annotation
points to the exact location. The accuracy of the directional annotation
only depends on perceptual accuracy, but not on the resolution of the
miniature discretization.

One design parameter for the miniature annotation is the number
of cells of the used grid. With a small number of cells, the marked
cell can be identified faster, e.g., with a 3 × 3 grid (see Figures 1(d)
and 4(d)), it is only required to see if the marked cell is in a corner or
in between. However, the size of the cells is large in such cases and
contains many elements that must be scanned. With a higher number
of cells, fewer elements are contained, thus, the identification of the
row and column position of the marked cell requires more time. The
same issue occurs with the traditional grid reference annotation. For
grids with a very large number of cells, the traditional approach might
perform better since the coordinates of the respective cell are directly
shown.

4 MODEL OF VISUAL SEARCH IN ANNOTATED MAPS

This section discusses the idealized steps that have to be taken to read
the different annotations. These steps will build the basis to discuss
the scalability of the variants (Section 7) and lead to hypotheses about
user performance as well as reading and visual task solution strategies
with the respective visualizations (Section 5.1).

The different annotation approaches require different steps that
have to be performed to find an element of interest in the map (Fig-
ure 3). Our annotation variants (DA, MA) were designed to improve
some of these steps in comparison to the traditional grid reference ap-
proach.

Step 1: The first step describes the search for the label of the el-
ement of interest. Here, the labels are ordered alphabetically
for rapid identification. The directional and miniature annotation
place graphical representations around the map in clockwise or-
der, whereas the grid reference uses a more compact text block.
Therefore, the search with the grid reference is restricted to a
smaller area and possibly faster. However, with the directional
and miniature approaches, the annotations are closer to the map,
which can be beneficial for the subsequent search steps.

Step 2: In the second step, the search cue in the annotation needs
to be recognized. The directional annotation requires the reader
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Fig. 3. Steps that have to be performed with the annotation methods.
These steps are reflected in the results of our eye-tracking study (heat
maps at the bottom, for one participant).
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Fig. 2. (a) Traditional grid reference as commonly used in maps. It
combines a geographic and a list-based representation of the labels in
alphabetical order. The labels are combined with grid reference descrip-
tions to accelerate the label search task in the map. (b) Directional an-
notation uses an arrow (2) to indicate the direction in which the element
with the respective label (1) is located. The distance to this element is
shown with a line marker (3) on the arrow. (c) Miniature annotation uses
a miniature grid (2) to indicate the location of the element with the re-
spective label (1). The grid corresponds to the grid overlaid on the map
and the cell that contains the element is marked.

image annotation. Best task completion times are achieved with the
miniature annotation approach. The analysis of the eye-movement
data reveals interesting aspects of visual task solution strategies: par-
ticipants apply significantly different reading strategies for the differ-
ent annotation methods; we identified different steps that participants
performed during the search task. We relate our eye-tracking results
to an idealized model of the visual search steps. Based on our results,
we discuss possible future directions of visual search support for visu-
alization techniques.

2 RELATED WORK

Visual search is studied in many fields, ranging from perceptual psy-
chology all the way to its application in interactive visualization
[12, 19, 23, 30, 34]. These studies either investigate if a visualization
is useful for a given task or they focus on how visualizations can be
enhanced with respect to visual cognition, perception, and attention.

To perform visual search, a reader has to actively scan the visual
environment, e.g., a map filled with textual descriptions. All elements
that are not of interest are so-called distractors. The search for a certain
feature becomes more difficult with increasing number of distractors,
unless the search target “pops out”. This phenomenon is researched in
preattentive processing [11, 30].

In this paper, we focus on visual search not supported by preatten-
tive, bottom-up processing. Instead, we consider the typical problem
of searching for a target within a group of perceptually similar distrac-
tors, focusing on top-down perceptual processing. The concrete case
is the search for textual objects that are used as labels in a 2D map. To
speed up visual search, we have to reduce the search space from the
full map to a smaller part. A typical example of this approach is the
use of grid references (see Figure 2): the map is visually enhanced by
an (alphabetically) ordered list of the text labels (such as street names)
associated with a textual coordinate of a grid cell (e.g., “B2”). With
this approach, visual search is still required but is more efficient, since
it is restricted to a certain cell. Researchers argue that grids are benefi-
cial compared to other reference line systems because grids are simple,
more accurate, and facilitate map compilation [28]. We include grid
references in our evaluation, since they are commonly used in maps.

Although grid references are useful and support the guidance to a
smaller region in which the target is located, a viewer first needs to
build the correspondence between the textual description of the grid
cell (coordinates) and its spatial location, which comes with additional
cognitive load. Therefore, we conjecture that a visual correspondence

between annotation and target position in the map might be beneficial.

An intuitive way of establishing visual links is by drawing lines
that connect two elements, e.g., as in node-link diagrams. Such dia-
grams typically utilize full-length straight links that perfectly guide the
viewer from one location to the connected object [15]. This approach
can also be used to connect boundary labels around maps with inte-
rior points [2]. Unfortunately, diagrams with many full-length links
can exhibit visual clutter [27]. Therefore, crowded maps do not work
with standard link representations; however, partial links [6] that point
into the coarse direction of a location are a promising alternative. We
adopt them for our directional annotation approach. Alternatively, di-
rectional information could also be shown by partial circles whose cur-
vature, respectively size, indicates distance [1]. Another method that
still connects labels at the border of the map with the actual position in
the map with a line is presented by Kindermann et al. [16]. They rear-
range the labels at the border and bend lines in order to avoid crossings
and clutter.

As another variant, we use miniature annotation. Here, correspon-
dence is not shown explicitly as for direct links, it is rather given im-
plicitly by marking the corresponding grid cell in a simplified minia-
ture representation of the map domain. Miniature representations are
often used in visualization, for example, for sparklines [31] or as 3D
miniature maps to support navigation in 3D virtual worlds [29]. An-
other example are TimeRadarTrees [5], which use a radial grid minia-
ture annotation to visualize the correspondence to a large context rep-
resentation of a dynamic graph. Furthermore, origin–destination (OD)
maps can be visualized in a way that miniature versions of the map are
placed inside the cells of a regular grid [35].

For map design in general, there are several suggestions, guide-
lines, and principles; see, e.g., the books by Robinson [25], Robin-
son et al. [26], or Tyner [32]. According to Tyner, the design goals
are clarity, order, balance, contrast, unity, and harmony. Our anno-
tation approaches do not change the content of carefully designed
maps, but rather include small additional information outside of the
map to support a reader in performing a search task. There are other
examples of enhanced map visualization based on further graphical
elements, including label placement for metro maps [37], map label-
ing [7], graphical legends [8], highlighting of interesting locations in
tourist brochures [3], or annotation with loop lines [36].

Our paper is based on an eye-tracking study to assess the visual-
ization efficiency, following the widely accepted need for improved
evaluation in visualization research [18], including eye tracking [17].

We are not aware of any previous study that would have compared
map annotations like ours. However, loosely related, there is a study of
participants’ performance (latency and accuracy) for tasks with three
different map legend designs [10]. In contrast to our tested methods,
legends are used here to provide the meaning of a symbol on the map.
Their findings show no best or least efficient map legend, but the au-
thors came to the conclusion that the design should by influenced by
the purpose of the map and also by the opinion of users. Another eye-
tracking study assessed the readability of links encoding directional
information in trajectory visualization [24]. The authors use here eye-
tracking metrics to get insight into the cognitive workload of partic-
ipants. According to their evaluation, tapered links performed best,
which we use for the directional annotation.

Independent of which map or annotation is used, a viewer is sup-
posed to establish a correspondence between the available location in-
formation and the actual position on the map. Therefore, the topic
of this paper is related to the general problem of correspondence vi-
sualization, which also includes visual comparison (e.g., for multidi-
mensional data [9]) or visual support in multiple coordinated views
[21, 33]. The concepts and research results in these fields can be ap-
plied to the visual search support provided by map annotations. Here,
annotations provide perceptional cues to make relations between la-
bels and actual locations in the map clearer, and focus the attention of
participants on specific areas on the map.

3 VISUAL SEARCH SUPPORT

To support search tasks in maps, a connection between an alphabeti-
cally ordered list of elements and their position in the map has to be
provided. Thereby, the reader first searches the ordered list for the el-
ement of interest. The list provides then a hint where the element can
be found on the map.

3.1 Within-Image Annotation (WA)
The baseline for comparison is a map with labels directly placed at
their corresponding positions in the display space (Figures 1(a) and
4(a)). This within-image annotation does not provide any extra visual
cues to accelerate the search for labels in a map. In the worst case,
the reader has to scan the entire map. Furthermore, there is no inher-
ent ordering of labels, like in an alphabetically ordered list, i.e., no
additional support for a faster search.

3.2 Grid Reference Annotation (GA)
The traditional grid reference approach is commonly used in maps
(Figure 2(a)). A 2D Cartesian coordinate system divides the map into
smaller cells. An alphabetically ordered list provides an index for the
names and labels contained in the map. This list includes respective
textual coordinates for each entry (e.g., “B2”). The reader then only
has to search in the cell with the coordinates provided by the list (Fig-
ures 1(b) and 4(b)).

Based on this concept, we designed two variants of annotation tech-
niques that support search tasks in maps: directional annotation and
miniature annotation. Both techniques have in common that they use a
more direct visual connection between the ordered list and the map. In
contrast, the traditional grid reference uses two coordinates in a textual
representation to indicate the respective cell in the map.

3.3 Directional Annotation (DA)
This annotation technique uses an arrow to point in the direction of the
element of interest (see Figure 2(b)). The shape of the arrow resembles
a tapered link, which was shown to be an efficient link representation
[15]. We do not use a full-length link to the element of interest but
rather a shortened version in the sense of a partial link [6]. With this
approach, the user has to search only in the indicated direction for
the element. To further improve the search, a marker on the arrow
indicates the distance of the annotation to the element. Hence, this an-
notation technique uses direction and distance as cues for the location
of the element of interest.

There are other possible encodings for the direction and distance of
an element, e.g., the distance could be mapped to color. However, our
design is more intuitive because we use a direct representation of both
quantities, i.e., direction is represented by the angle of the arrow and
distance is represented by the position of the marker.

With this approach, the duration for finding a designated element
depends on the proximity of the annotation to the element. We place
the ordered list of elements directly around the map to minimize
the average distance between arrows and labels within the map (Fig-
ures 1(c) and 4(c)).

3.4 Miniature Annotation (MA)
Miniature annotation is more closely related to the traditional grid ref-
erence concept. We also use a grid to divide the map into different
cells. Instead of using a 2D coordinate system to indicate the cell with
the designated element, we use a visual miniature representation of
the grid and mark the respective cell in it (see Figure 2(c)). With this
approach, it is not required to read the textual coordinates and search
for them along the coordinate axes of the map.

This approach has some advantages compared to directional anno-
tation. Instead of using two different encodings for direction and dis-
tance, the miniature representation incorporates both. This might be
more intuitive to understand. Furthermore, when using the directional
annotation without any additional visual aids, the reading accuracy de-
creases with the distance of the element [4]. In contrast, the reading
accuracy of the miniature annotation is independent of the location of

the respective element. Finally, it is not required to place the miniature
annotations close to the map.

A drawback of this approach is that the location of the designated
element is only coarsely represented, while the directional annotation
points to the exact location. The accuracy of the directional annotation
only depends on perceptual accuracy, but not on the resolution of the
miniature discretization.

One design parameter for the miniature annotation is the number
of cells of the used grid. With a small number of cells, the marked
cell can be identified faster, e.g., with a 3 × 3 grid (see Figures 1(d)
and 4(d)), it is only required to see if the marked cell is in a corner or
in between. However, the size of the cells is large in such cases and
contains many elements that must be scanned. With a higher number
of cells, fewer elements are contained, thus, the identification of the
row and column position of the marked cell requires more time. The
same issue occurs with the traditional grid reference annotation. For
grids with a very large number of cells, the traditional approach might
perform better since the coordinates of the respective cell are directly
shown.

4 MODEL OF VISUAL SEARCH IN ANNOTATED MAPS

This section discusses the idealized steps that have to be taken to read
the different annotations. These steps will build the basis to discuss
the scalability of the variants (Section 7) and lead to hypotheses about
user performance as well as reading and visual task solution strategies
with the respective visualizations (Section 5.1).

The different annotation approaches require different steps that
have to be performed to find an element of interest in the map (Fig-
ure 3). Our annotation variants (DA, MA) were designed to improve
some of these steps in comparison to the traditional grid reference ap-
proach.

Step 1: The first step describes the search for the label of the el-
ement of interest. Here, the labels are ordered alphabetically
for rapid identification. The directional and miniature annotation
place graphical representations around the map in clockwise or-
der, whereas the grid reference uses a more compact text block.
Therefore, the search with the grid reference is restricted to a
smaller area and possibly faster. However, with the directional
and miniature approaches, the annotations are closer to the map,
which can be beneficial for the subsequent search steps.

Step 2: In the second step, the search cue in the annotation needs
to be recognized. The directional annotation requires the reader
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These steps are reflected in the results of our eye-tracking study (heat
maps at the bottom, for one participant).
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to estimate the distance to the target using the distance marker
before the search can start in direction of the arrow. In the case
of the miniature annotation, the marked grid cell must be identi-
fied, whereas the grid reference uses textual coordinates for this
purpose. We assume that this step can easily be performed with
the miniature annotation, at least for the selected size of the grid
(3×3), since it uses a direct visual representation of the auxiliary
grid on the map.

Step 3: In step three, the search for the area, indicated by the an-
notation, is performed. Miniature and grid reference annotation
differ here in the way how they indicate the respective cell of the
auxiliary grid. We assume that this step is faster with miniature
annotation, since the reader can directly jump to the marked cell,
whereas the grid reference requires additional look-ups at the two
axes of the coordinate system. In the case of the directional an-
notation, the duration of this step depends on the reader, since
there is no visual feedback if the correct area has been found.
If the reader performs this step fast but inaccurately, it will take
longer to find the correct element in the subsequent search step.

Step 4: The last step describes the final search for the element of in-
terest in the search area indicated by the annotation. In the case
of the within-image annotation, this is the only performed step
since no additional search support outside the map is provided;
the search area is not reduced and therefore the search must be
performed in the full map. The miniature and the grid reference
annotations benefit from the auxiliary grid on the map. In con-
trast, it is not feasible to combine the directional annotation with
auxiliary lines, since many of them would intersect with each
other in different angles leading to visual clutter. Therefore, the
directional annotation provides a less exactly defined search area
than the other two approaches. This might lead to a longer search
process, especially in the case of larger distances between the
annotation and the element of interest because the probability is
higher that the reader leaves the search line defined by the arrow.

5 USER STUDY DESIGN

With a controlled laboratory eye-tracking study, we evaluate and com-
pare the different annotation methods. Within-image annotation serves
as baseline for the comparisons. Our study investigates task perfor-
mance in terms of completion times as well as characteristics of the
recorded gaze data. In the following, the design and execution of the
study are discussed.

5.1 Hypotheses
Based on our theoretical considerations from Section 4, we built two
hypotheses with respect to task completion times before running the
experiment:

H1: Without annotations, the search for certain textual elements re-
quires more time, since all textual elements have to be read in
the worst case. Therefore, longer average completion times are
expected for within-image annotation than for stimuli produced
with the other annotation methods (directional, miniature, and
grid reference annotations). We expect the following ordering of
completion times: WA > GA, WA > DA, WA > MA.

H2: There will be differences concerning the completion time be-
tween directional, miniature, and grid reference annotations. We
expect that GA > DA > MA.

Hypothesis H2 reflects that there are different perceptual sub-tasks in-
volved with these annotations (see Section 4 and Figure 3).

Typically, the evaluation of error rates would also be considered in
task-performance studies. However, our pilot studies indicated that
participants were always able to find the designated label reliably, and
therefore, we did not expect significant differences in task accuracy.
The high accuracy is plausible because it is easy to check whether a
text label is identical to a specified text, once the label is found.

The following hypotheses concern gaze characteristics and reading
strategies that can be inferred from eye tracking. The reading strategies
are formulated according to Figure 3. To this end, we define related
areas of interest (AOIs) for the outer regions of the stimuli containing
the annotations (outside) and the interior area where the labels are lo-
cated (inside). The AOIs are illustrated in Figure 4. Steps 1 and 2 of
Figure 3 happen in outside, steps 3 and 4 in inside.

H3: The average saccade length for directional, miniature, and grid
reference annotations is larger than for within-image annotation
because the ordered list of labels and the search cues allow longer
jumps within the list and to the target.

H4: For directional, miniature, and grid reference annotations, the
visual search starts in the outer area (outside), proceeds then to
the interior (inside), and ends there at the target. We also expect
that the average fixation duration for outside is smaller than for
inside because the actual search for a label requires more atten-
tion than utilizing the visual aid to estimate the rough position of
the label.

H5: In the interior (inside), the gaze movement patterns for direc-
tional annotation are different from miniature and grid reference
annotations. We expect that the gaze is along a search line for
directional annotation. In contrast, we expect that participants
search in the rectangular area of the cell in the miniature and
grid reference annotations. Therefore, the angular differences
between subsequent saccades are expected to be lower for direc-
tional annotation (i.e., saccades along a line) than for the other
two types of annotation.

5.2 Stimuli and Task

We generated artificial datasets to avoid that participants would have
prior knowledge about a map used in the study. The maps contained
the names of major cities of the US, France, Germany, and the United
Kingdom. Each label was displayed with the same text representation
parameters, i.e., font size, font face, text orientation, and color. We
utilized a 3×3 grid structure to distribute the labels within the stimuli.
In each grid cell, five different labels were randomly placed, leading to
45 labels per stimulus to achieve an initial equal distribution of labels.
To avoid a too regular distribution, we randomly add or remove up to
three labels to each cell. This process did not change the total number
of 45 labels.

The size and position of the map area were identical for all stimuli.
The generated images had a size of 1000×900 pixels. Figure 8 shows
examples of the stimuli.

We generated 80 maps and applied each of the four methods, re-
sulting in a total number of 320 stimuli. These numbers were adjusted
based on the results of a pilot study, in order to meet the time con-
straints for the whole procedure. A subset of these stimuli was pre-
sented to each participant in a way that each individual stimulus was
read at least by eight participants.

Overall, a participant was confronted with 80 stimuli (20 for each
visualization method). We performed two-staged counterbalancing to
compensate for learning and fatigue effects. By using two stages, the
counterbalancing can be achieved with a smaller number of partici-
pants. First, the 80 stimuli of one participant were divided into four
blocks each consisting of 20 images, containing visualizations from
all four methods. The block order was counterbalanced. Second, each
block was further subdivided into four sub-blocks (in counterbalanced
order), each containing 5 stimuli generated with the same visualization
technique. Their order within each sub-block was randomized.

The task that the participants had to perform was as follows: Find
the specified label within the map. The label was shown to the partic-
ipants before the stimulus was shown, and was varying from stimulus
to stimulus. We asked the participants to perform the task as fast and
accurately as possible, but with the focus being on high accuracy.

(a) Within-image annotation (WA) (b) Grid reference annotation (GA) (c) Directional annotation (DA) (d) Miniature annotation (MA)

Fig. 4. The rectangles indicate the AOIs used for the analysis of the eye-tracking data (blue for outside and orange for inside).

5.3 Environment Conditions and Technical Setup

The study was conducted in our institute’s laboratory isolated from
outside distractions. The room was artificially illuminated. Apart from
the study participant, only one experiment operator was in the room.

The Tobii T60 XL system was used for eye tracking. The stimuli
were presented on the 24-inch LCD screen of the eye tracker, with
a resolution of 1920× 1200 pixels. The participants were sitting at
a distance of about 60 cm in front of the screen, which led to good
calibration of the eye tracker. We used the standard filter parameters
of the eye-tracking software: minimum of 10 pixels covering and a
minimum of 30 ms fixation duration. The head of the participants was
not fixated, and therefore the distance to the screen was not constant,
resulting in a slightly varying visual angle for a constant distance in
the stimulus. However, the influence of head motion was small; 1◦ of
visual angle corresponds in our set up to approximately 35 pixels.

5.4 Participants

For this study, we recruited 32 participants (27 male and 5 female).
The age of the subjects ranged from 20 to 32 years with an average
age of 22.8 years. All participants were enrolled as students at our
university: 29 of them were studying computer science or software
engineering, the others had a major in communication engineering or
aerospace engineering. Gender, age, and background were not con-
sidered confounding factors. All subjects had normal or corrected-to-
normal vision, which was tested with a Snellen chart. Each session
was designed to not exceed 60 minutes and each participant was com-
pensated with EUR 10. We excluded the data of two participants due
to erroneous eye-tracking recordings from technical problems, result-
ing in data of 30 participants remaining for the evaluation. Removing
two participants did not affect the counterbalancing in this case, since
each permutation was still tested at least once. Nevertheless, the num-
ber of participants who were at least reading a stimulus was reduced
to seven.

5.5 Study Procedure

We applied a consistent operational procedure in the following order:
First, the participants signed a consent form and were asked to pro-
vide some demographic information. Then, visual acuity was tested
using a Snellen chart, and the participants were instructed about the
task and went through a tutorial. The tutorial consisted of an expla-
nation of each annotation method followed by example tasks that the
participants had to solve.

During the actual task execution for the study, the presentation of
a stimulus was decoupled into two parts: first, only the name of the
target label was presented, and after pressing a key, the stimulus itself.
The subjects were not allowed to use auxiliary means, like the mouse
or their fingers, during the search for the correct target, since this could
affect the performance of directional annotation. After pressing a key,
all measurements were stopped, and participants were able to select
the found target using the mouse. Afterward, the next stimulus was
presented. After the execution of the task, the participants were asked
to fill out a questionnaire.
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Fig. 5. Completion times for within-image annotation (WA), grid refer-
ence annotation (GA), directional annotation (DA), and miniature anno-
tation (MA): average times along with error bars that show the standard
error of the means (SEM).

6 EVALUATION

This section presents the statistical evaluation of task performance,
the analysis of the recorded eye-tracking data, and the results of the
subjective feedback obtained through the questionnaire.

For our statistical evaluations, we performed a Kruskal-Wallis test,
followed by pairwise Wilcoxon tests for post-hoc comparison when
the initial test indicated any significance. The results are presented in
the form of χ2(d) = e, where d is the degree of freedom and e the asso-
ciated chi-square value. To account for multiple comparisons, we ap-
plied a Holm-Bonferroni p-value adjustment. Performing an ANOVA
was in many cases not possible because the initial tests for normal
distribution (Shapiro-Wilk test) and homogeneity of variance (Bartlett
test) were not successful, even after logarithmic transformation. In
the cases where ANOVA could be used, the results are reported as
F(d,r) = a, where r corresponds to the residuals and a to the F-value.
The post-hoc analyses were then conducted with pairwise t-tests.

6.1 Task Performance

We performed our evaluation of task performance based on comple-
tion times. The best results were achieved with miniature annotation
(MA) followed by grid reference annotation (GA), directional anno-
tation (DA), and within-image annotation (WA) at last. The partici-
pants performed the task on average in 3.56 s (MA), 4.19 s (GA), 4.54 s
(DA), and 5.95 s (WA), see Figure 5. The average task completion time
over all techniques was 4.56 s. Expressed in percentage compared to
the baseline WA, MA was 40.2% faster, GA 29.6%, and DA 23.7%.

The statistical test revealed significant differences between some of
the methods (χ2(3) = 45.42; p < 0.001). The results of the post-hoc
analysis are summarized in Table 1.

There are significant differences between WA and all other annota-
tion methods (p < 0.001). Furthermore, we can find significant results
between MA-GA (p = 0.01) and MA-DA (p < 0.001). There are no
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to estimate the distance to the target using the distance marker
before the search can start in direction of the arrow. In the case
of the miniature annotation, the marked grid cell must be identi-
fied, whereas the grid reference uses textual coordinates for this
purpose. We assume that this step can easily be performed with
the miniature annotation, at least for the selected size of the grid
(3×3), since it uses a direct visual representation of the auxiliary
grid on the map.

Step 3: In step three, the search for the area, indicated by the an-
notation, is performed. Miniature and grid reference annotation
differ here in the way how they indicate the respective cell of the
auxiliary grid. We assume that this step is faster with miniature
annotation, since the reader can directly jump to the marked cell,
whereas the grid reference requires additional look-ups at the two
axes of the coordinate system. In the case of the directional an-
notation, the duration of this step depends on the reader, since
there is no visual feedback if the correct area has been found.
If the reader performs this step fast but inaccurately, it will take
longer to find the correct element in the subsequent search step.

Step 4: The last step describes the final search for the element of in-
terest in the search area indicated by the annotation. In the case
of the within-image annotation, this is the only performed step
since no additional search support outside the map is provided;
the search area is not reduced and therefore the search must be
performed in the full map. The miniature and the grid reference
annotations benefit from the auxiliary grid on the map. In con-
trast, it is not feasible to combine the directional annotation with
auxiliary lines, since many of them would intersect with each
other in different angles leading to visual clutter. Therefore, the
directional annotation provides a less exactly defined search area
than the other two approaches. This might lead to a longer search
process, especially in the case of larger distances between the
annotation and the element of interest because the probability is
higher that the reader leaves the search line defined by the arrow.

5 USER STUDY DESIGN

With a controlled laboratory eye-tracking study, we evaluate and com-
pare the different annotation methods. Within-image annotation serves
as baseline for the comparisons. Our study investigates task perfor-
mance in terms of completion times as well as characteristics of the
recorded gaze data. In the following, the design and execution of the
study are discussed.

5.1 Hypotheses
Based on our theoretical considerations from Section 4, we built two
hypotheses with respect to task completion times before running the
experiment:

H1: Without annotations, the search for certain textual elements re-
quires more time, since all textual elements have to be read in
the worst case. Therefore, longer average completion times are
expected for within-image annotation than for stimuli produced
with the other annotation methods (directional, miniature, and
grid reference annotations). We expect the following ordering of
completion times: WA > GA, WA > DA, WA > MA.

H2: There will be differences concerning the completion time be-
tween directional, miniature, and grid reference annotations. We
expect that GA > DA > MA.

Hypothesis H2 reflects that there are different perceptual sub-tasks in-
volved with these annotations (see Section 4 and Figure 3).

Typically, the evaluation of error rates would also be considered in
task-performance studies. However, our pilot studies indicated that
participants were always able to find the designated label reliably, and
therefore, we did not expect significant differences in task accuracy.
The high accuracy is plausible because it is easy to check whether a
text label is identical to a specified text, once the label is found.

The following hypotheses concern gaze characteristics and reading
strategies that can be inferred from eye tracking. The reading strategies
are formulated according to Figure 3. To this end, we define related
areas of interest (AOIs) for the outer regions of the stimuli containing
the annotations (outside) and the interior area where the labels are lo-
cated (inside). The AOIs are illustrated in Figure 4. Steps 1 and 2 of
Figure 3 happen in outside, steps 3 and 4 in inside.

H3: The average saccade length for directional, miniature, and grid
reference annotations is larger than for within-image annotation
because the ordered list of labels and the search cues allow longer
jumps within the list and to the target.

H4: For directional, miniature, and grid reference annotations, the
visual search starts in the outer area (outside), proceeds then to
the interior (inside), and ends there at the target. We also expect
that the average fixation duration for outside is smaller than for
inside because the actual search for a label requires more atten-
tion than utilizing the visual aid to estimate the rough position of
the label.

H5: In the interior (inside), the gaze movement patterns for direc-
tional annotation are different from miniature and grid reference
annotations. We expect that the gaze is along a search line for
directional annotation. In contrast, we expect that participants
search in the rectangular area of the cell in the miniature and
grid reference annotations. Therefore, the angular differences
between subsequent saccades are expected to be lower for direc-
tional annotation (i.e., saccades along a line) than for the other
two types of annotation.

5.2 Stimuli and Task

We generated artificial datasets to avoid that participants would have
prior knowledge about a map used in the study. The maps contained
the names of major cities of the US, France, Germany, and the United
Kingdom. Each label was displayed with the same text representation
parameters, i.e., font size, font face, text orientation, and color. We
utilized a 3×3 grid structure to distribute the labels within the stimuli.
In each grid cell, five different labels were randomly placed, leading to
45 labels per stimulus to achieve an initial equal distribution of labels.
To avoid a too regular distribution, we randomly add or remove up to
three labels to each cell. This process did not change the total number
of 45 labels.

The size and position of the map area were identical for all stimuli.
The generated images had a size of 1000×900 pixels. Figure 8 shows
examples of the stimuli.

We generated 80 maps and applied each of the four methods, re-
sulting in a total number of 320 stimuli. These numbers were adjusted
based on the results of a pilot study, in order to meet the time con-
straints for the whole procedure. A subset of these stimuli was pre-
sented to each participant in a way that each individual stimulus was
read at least by eight participants.

Overall, a participant was confronted with 80 stimuli (20 for each
visualization method). We performed two-staged counterbalancing to
compensate for learning and fatigue effects. By using two stages, the
counterbalancing can be achieved with a smaller number of partici-
pants. First, the 80 stimuli of one participant were divided into four
blocks each consisting of 20 images, containing visualizations from
all four methods. The block order was counterbalanced. Second, each
block was further subdivided into four sub-blocks (in counterbalanced
order), each containing 5 stimuli generated with the same visualization
technique. Their order within each sub-block was randomized.

The task that the participants had to perform was as follows: Find
the specified label within the map. The label was shown to the partic-
ipants before the stimulus was shown, and was varying from stimulus
to stimulus. We asked the participants to perform the task as fast and
accurately as possible, but with the focus being on high accuracy.

(a) Within-image annotation (WA) (b) Grid reference annotation (GA) (c) Directional annotation (DA) (d) Miniature annotation (MA)

Fig. 4. The rectangles indicate the AOIs used for the analysis of the eye-tracking data (blue for outside and orange for inside).

5.3 Environment Conditions and Technical Setup

The study was conducted in our institute’s laboratory isolated from
outside distractions. The room was artificially illuminated. Apart from
the study participant, only one experiment operator was in the room.

The Tobii T60 XL system was used for eye tracking. The stimuli
were presented on the 24-inch LCD screen of the eye tracker, with
a resolution of 1920× 1200 pixels. The participants were sitting at
a distance of about 60 cm in front of the screen, which led to good
calibration of the eye tracker. We used the standard filter parameters
of the eye-tracking software: minimum of 10 pixels covering and a
minimum of 30 ms fixation duration. The head of the participants was
not fixated, and therefore the distance to the screen was not constant,
resulting in a slightly varying visual angle for a constant distance in
the stimulus. However, the influence of head motion was small; 1◦ of
visual angle corresponds in our set up to approximately 35 pixels.

5.4 Participants

For this study, we recruited 32 participants (27 male and 5 female).
The age of the subjects ranged from 20 to 32 years with an average
age of 22.8 years. All participants were enrolled as students at our
university: 29 of them were studying computer science or software
engineering, the others had a major in communication engineering or
aerospace engineering. Gender, age, and background were not con-
sidered confounding factors. All subjects had normal or corrected-to-
normal vision, which was tested with a Snellen chart. Each session
was designed to not exceed 60 minutes and each participant was com-
pensated with EUR 10. We excluded the data of two participants due
to erroneous eye-tracking recordings from technical problems, result-
ing in data of 30 participants remaining for the evaluation. Removing
two participants did not affect the counterbalancing in this case, since
each permutation was still tested at least once. Nevertheless, the num-
ber of participants who were at least reading a stimulus was reduced
to seven.

5.5 Study Procedure

We applied a consistent operational procedure in the following order:
First, the participants signed a consent form and were asked to pro-
vide some demographic information. Then, visual acuity was tested
using a Snellen chart, and the participants were instructed about the
task and went through a tutorial. The tutorial consisted of an expla-
nation of each annotation method followed by example tasks that the
participants had to solve.

During the actual task execution for the study, the presentation of
a stimulus was decoupled into two parts: first, only the name of the
target label was presented, and after pressing a key, the stimulus itself.
The subjects were not allowed to use auxiliary means, like the mouse
or their fingers, during the search for the correct target, since this could
affect the performance of directional annotation. After pressing a key,
all measurements were stopped, and participants were able to select
the found target using the mouse. Afterward, the next stimulus was
presented. After the execution of the task, the participants were asked
to fill out a questionnaire.
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Fig. 5. Completion times for within-image annotation (WA), grid refer-
ence annotation (GA), directional annotation (DA), and miniature anno-
tation (MA): average times along with error bars that show the standard
error of the means (SEM).

6 EVALUATION

This section presents the statistical evaluation of task performance,
the analysis of the recorded eye-tracking data, and the results of the
subjective feedback obtained through the questionnaire.

For our statistical evaluations, we performed a Kruskal-Wallis test,
followed by pairwise Wilcoxon tests for post-hoc comparison when
the initial test indicated any significance. The results are presented in
the form of χ2(d) = e, where d is the degree of freedom and e the asso-
ciated chi-square value. To account for multiple comparisons, we ap-
plied a Holm-Bonferroni p-value adjustment. Performing an ANOVA
was in many cases not possible because the initial tests for normal
distribution (Shapiro-Wilk test) and homogeneity of variance (Bartlett
test) were not successful, even after logarithmic transformation. In
the cases where ANOVA could be used, the results are reported as
F(d,r) = a, where r corresponds to the residuals and a to the F-value.
The post-hoc analyses were then conducted with pairwise t-tests.

6.1 Task Performance

We performed our evaluation of task performance based on comple-
tion times. The best results were achieved with miniature annotation
(MA) followed by grid reference annotation (GA), directional anno-
tation (DA), and within-image annotation (WA) at last. The partici-
pants performed the task on average in 3.56 s (MA), 4.19 s (GA), 4.54 s
(DA), and 5.95 s (WA), see Figure 5. The average task completion time
over all techniques was 4.56 s. Expressed in percentage compared to
the baseline WA, MA was 40.2% faster, GA 29.6%, and DA 23.7%.

The statistical test revealed significant differences between some of
the methods (χ2(3) = 45.42; p < 0.001). The results of the post-hoc
analysis are summarized in Table 1.

There are significant differences between WA and all other annota-
tion methods (p < 0.001). Furthermore, we can find significant results
between MA-GA (p = 0.01) and MA-DA (p < 0.001). There are no
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Fig. 6. Average fixation duration (x-axis) and average saccade length
(y-axis) for all four annotation methods. Error bars show the standard
error of the means (SEM) for the eye-tracking data.

Table 1. P-values of post-hoc comparisons of completion times.

Method GA MA DA
MA 0.01 - -
DA 0.26 <0.001 -
WA <0.001 <0.001 <0.001

significant differences between DA and GA.
These findings confirm hypothesis H1: as expected, visual search

support improves task performance compared to the baseline WA.
However, we can only partially accept hypothesis H2, because there
is no significant difference between GA and DA, but MA exhibits a
better perform than both.

6.2 Eye-Tracking Data Analysis

In addition to a traditional task performance analysis, gaze data are
used for a more detailed evaluation with inference of, e.g., visual in-
teraction patterns of subjects, their workload, or cognitive processes
while they were solving a task. The first point is often based on the
evaluation of AOI sequences, while the latter two utilize different met-
rics for quantification.

To this end, we utilize the average fixation duration and average sac-
cade length, which are the most common eye-tracking metrics [14].
The average saccade length is used to discriminate between explo-
rative and localized eye movement. Larger values indicate a more
explorative movement, while smaller values could correspond to in-
creasing task difficulty, when information needs to be collected for
the enrichment of the cognitive processes. The average fixation dura-
tion was used as an indicator for the cognitive processing depth. High
values mean typically that a participant investigated an area more care-
fully, since the task has demanded it or due to a high degree of com-
plexity. Lower values, occurring in a restricted area in combination
with a small average saccade length, could be an indicator for stress.
These measures were previously used by Netzel et al. [24] in a similar
context. They investigated effects of different line direction encoding
of trajectories on the gaze behavior of participants.

We begin the analysis of the eye-tracking results with a statistical
evaluation of average fixation duration and average saccade length as
dependent quantities. Figure 6 summarizes the results. ANOVA indi-
cated that there is a significant impact of annotation type on average
fixation duration (F(3,116) = 5.63; p = 0.002) and saccade length
(F(3,116) = 25.12; p < 0.001). In Figure 6, we can see that DA and

MA build a cluster due to their similar design. Furthermore, GA and
WA are located in separated areas. The post-hoc analysis of the fixa-
tion duration reveals that there are differences between GA and all the
other methods (p < 0.05). For the saccade length, all pairwise combi-
nations show significant differences (p < 0.007), except between MA-
DA. This confirms hypothesis H3, since MA, DA, and GA in fact lead
to higher average saccade lengths.

With the AOIs for the outer region (outside) and inner region (in-
side), we can analyze visual solution strategies; see Figure 4 for illus-
trations of the AOIs. We will show that there are two phases of visual
search for GA, DA, and MA: in the first phase, subjects focus on the
annotation area outside, and switch then to inside in order to find the
required label in the second phase. To extract these two phases, we
looked at the mean timestamps of the fixations, separately for each
AOI. The mean timestamp is here the sum of all timestamps within an
AOI divided by the number of fixations in the AOI. Figure 7(a) shows
that the two phases are clearly separated: fixations in outside happen
much earlier than fixations in inside. For all annotation methods ex-
cept for WA, participants start searching in the outer regions because
the mean timestamp of outside has a significantly lower value. For
WA, there is no first phase and therefore no outside. This confirms the
first part of hypothesis H4.

For the second part of H4, we analyze the average fixation dura-
tions, separately for the two AOIs. Figure 7(b) shows the statistics
plots. We recognize the impact of the two phases. During the second
phase, the average fixation duration is higher, since this corresponds
to the search of the actual label by inspecting labels in a target area.
For the first phase, GA shows higher fixation duration in comparison
to MA and DA. For GA, participants not only had to find the reference
to the grid cell where the label is located, but also had to memorize
the grid coordinates. Therefore, they had to focus more. For MA
and DA, this is not the case because participants quickly identify the
rough position and start the transition into the second phase, search-
ing for the actual label. The significance test for outside indicates
differences (χ2(2) = 19.67;p < 0.001). The post-hoc test shows that
there are only differences between GA-MA (p < 0.001) and GA-DA
(p < 0.001). GA achieved an average fixation duration of 406.17 ms,
MA 311.92 ms, and DA 303.81 ms. For inside, there are also signif-
icant results (χ2(3) = 25.89;p < 0.001). In particular, there are dif-
ferences between: GA-WA, MA-WA, and DA-WA with p < 0.001.
GA achieved an average fixation duration of 451.76 ms for inside, MA
485.58 ms, DA 476.95 ms, and WA 384.08 ms. Based on these out-
comes, we can confirm the second part of hypothesis H4 as well.

For hypothesis H5, we analyzed the average direction change along
scanpaths at each fixation in the second phase. We assume that search-
ing along a line results in smaller angular differences than searching
in a rectangular area. In order to handle inversion of search direction
(180◦ turns), we use the smaller angle of the change in direction.

The statistical tests indicate significant results with respect to the
annotation type (F(3,116) = 34.84;p < 0.001) and the post-hoc tests
report differences for the following pairs: DA-WA, DA-GA, DA-MA,
and GA-WA with p < 0.001. The average change in direction was
41.74◦ (GA), 39.34◦ (MA), 31.39◦ (DA), and 36.82◦ (WA); see Fig-
ure 7(c). For DA, we can see participants were changing the angle
of direction less strongly, resulting in a more directed eye movement
compared to the other methods. This indicates that the design of DA
has an impact on the visual search behavior of the subjects, and there-
fore we can confirm hypothesis H5.

6.3 Qualitative and Subjective Evaluation
For the qualitative and subjective evaluation, we asked the participants
to fill out a questionnaire with the following questions regarding the
different annotation methods:

1. Have you used a search strategy? If yes, please state it.

2. Have you used the annotations for orientation purposes?

3. Have you searched the annotations for a label in alphabetical or-
der? (only for MA, GA, and DA)
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Fig. 7. Diagrams used to identify different subject behavior. (a) There are two phases during the solution of the task. (b) The fixation behavior is
also different between the phases. The average direction change of saccades along scanpaths for all four methods is shown in (c).

4. Have you used the distance line marker for orientation purposes?
(only for DA)

5. Which method allowed you to perform the visual search task
most quickly?

6. Which method allowed you to identify the grid cell that contains
the target label most quickly: MA or GA?

For questions 2 and 4, we used a Likert scale from 1 (never) to 4
(always). For questions 1 and 3, we counted the yes and no answers.
For questions 5 and 6, we counted the votes for each individual map
annotation method. In the following, the answers will be presented
with respect to the four methods.

Within-image annotation (WA): 19 participants stated that they
used a search strategy. The most common strategies were horizontal
or vertical scanning, or starting in the middle of the screen and pro-
gressing outward in a spiral.

Grid reference annotation (GA): 25 participants used a search
strategy: They started at the annotations to search for the label and
the associated grid coordinates, and then moved to the grid cell. This
correlates with the average answer for question 2, which is 3.7 on the
Likert scale. Also, 23 participants were looking for the target label in
the legend in alphabetical order.

Directional annotation (DA): Here, 26 subjects used a search strat-
egy. First, they were searching for the directional annotation at the
border (23 in alphabetical order), and next, they followed the arrow.
An average Likert value of 3.73 was achieved for question 2, and a
Likert value of 2.8 for question 4 (use of the distance line marker).

Miniature annotation (MA): A common search strategy was used
by 25 subjects. Similar to DA, they first searched in the annotations
(average Likert value of 3.8) for the correct label, and then jumped to
the associated grid cell. 23 subjects stated that they benefited from the
alphabetical order.

General questions: Questions 5 and 6 were dedicated to summa-
rize the impression of the subjects about the map annotation methods.
21 stated that they could perform the search task fastest while using
MA, followed by GA (7 votes) and DA (2 votes). Question 6 was sup-
posed to compare MA and GA, since they are both grid-based. Here,
the participants favored MA with 23 votes.

7 DISCUSSION

Based on the results of the statistical evaluation in the previous section,
we are able to confirm several hypotheses from Section 5.1. We can
confirm H1, since we could verify that there are significant differences
between WA and the other three map annotation methods. Participants
were 23–40% faster in locating a specific label using the annotation
methods with visual search support.

We can confirm hypothesis H2 in parts. The post-hoc analysis of
completion times allows us to rank MA better than GA and DA. From
our theoretical considerations from Section 4, the following potential
outcomes could have been expected: On the one hand, DA could have
performed better than MA, since DA provides directional and distance
information, and therefore the search area should be more focused
compared to the size of a grid cell. On the other hand, the perfor-
mance of MA and GA could have been better than that of DA. Here,
subjects might be more familiar with grid-based approaches, as they
are used commonly in maps and atlases. Perceptual issues could also
be a reason for the achieved performance of DA. It is well known that
direction and distance estimation especially for long distances depend
on many factors, e.g., arrow length or the number of distractor ele-
ments in the target area [4, 13, 20, 22]. For example, an arrow points
to a specific point in a cluster. If the arrow is drawn with the full
length to the target, it can be identified accurately. Shortening the ar-
row would introduce an error for the perceived direction in which the
arrow is pointing. As a result, one of the distractors might be perceived
as the target.

Concerning the eye-tracking evaluation, we were able to accept hy-
pothesis H3. This is supported by the statistical tests and also visible in
Figure 6. Furthermore, we were able to extract two phases during the
solution of the task when annotations were provided. The first phase
corresponds to the lookup of the target label outside of the map, while
during the second phase, the participants were searching inside the
map (see Figure 3). Since there is a separation between the two phases,
we could further investigate the behavior characteristics by comparing
the average fixation durations for both phases. During the first phase,
GA exhibits a higher fixation duration compared to the other methods,
which could indicate that subjects required more time for reading and
memorizing the respective coordinates (e.g., “C2”).

During the second phase, all participants exhibited basically the
same behavior: They were looking for the target label at the rough
position provided by the position hint. Therefore, the average fixation
durations look alike, since reading a label and comparing it mentally
with the target label should take for all annotation methods approxi-
mately the same amount of time.

We were also able to show that the design of the annotation method
influences the behavior of the subjects (hypotheses H4 and H5). This is
illustrated in Figure 1. Here, the attention is distributed differently for
each annotation method. Looking at scanpaths also indicates different
solution behaviors. Some example scanpaths are shown in Figure 8.
Furthermore, we were interested in if the participants followed the ar-
row that points in the direction of the label for DA. Our evaluation of
the average relative direction change of the scanpaths shows that DA
has the lowest values, indicating that subjects tend to move their eyes
more linearly compared to the other methods.

The main drawback of miniature and directional annotations con-
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Fig. 6. Average fixation duration (x-axis) and average saccade length
(y-axis) for all four annotation methods. Error bars show the standard
error of the means (SEM) for the eye-tracking data.

Table 1. P-values of post-hoc comparisons of completion times.

Method GA MA DA
MA 0.01 - -
DA 0.26 <0.001 -
WA <0.001 <0.001 <0.001

significant differences between DA and GA.
These findings confirm hypothesis H1: as expected, visual search

support improves task performance compared to the baseline WA.
However, we can only partially accept hypothesis H2, because there
is no significant difference between GA and DA, but MA exhibits a
better perform than both.

6.2 Eye-Tracking Data Analysis

In addition to a traditional task performance analysis, gaze data are
used for a more detailed evaluation with inference of, e.g., visual in-
teraction patterns of subjects, their workload, or cognitive processes
while they were solving a task. The first point is often based on the
evaluation of AOI sequences, while the latter two utilize different met-
rics for quantification.

To this end, we utilize the average fixation duration and average sac-
cade length, which are the most common eye-tracking metrics [14].
The average saccade length is used to discriminate between explo-
rative and localized eye movement. Larger values indicate a more
explorative movement, while smaller values could correspond to in-
creasing task difficulty, when information needs to be collected for
the enrichment of the cognitive processes. The average fixation dura-
tion was used as an indicator for the cognitive processing depth. High
values mean typically that a participant investigated an area more care-
fully, since the task has demanded it or due to a high degree of com-
plexity. Lower values, occurring in a restricted area in combination
with a small average saccade length, could be an indicator for stress.
These measures were previously used by Netzel et al. [24] in a similar
context. They investigated effects of different line direction encoding
of trajectories on the gaze behavior of participants.

We begin the analysis of the eye-tracking results with a statistical
evaluation of average fixation duration and average saccade length as
dependent quantities. Figure 6 summarizes the results. ANOVA indi-
cated that there is a significant impact of annotation type on average
fixation duration (F(3,116) = 5.63; p = 0.002) and saccade length
(F(3,116) = 25.12; p < 0.001). In Figure 6, we can see that DA and

MA build a cluster due to their similar design. Furthermore, GA and
WA are located in separated areas. The post-hoc analysis of the fixa-
tion duration reveals that there are differences between GA and all the
other methods (p < 0.05). For the saccade length, all pairwise combi-
nations show significant differences (p < 0.007), except between MA-
DA. This confirms hypothesis H3, since MA, DA, and GA in fact lead
to higher average saccade lengths.

With the AOIs for the outer region (outside) and inner region (in-
side), we can analyze visual solution strategies; see Figure 4 for illus-
trations of the AOIs. We will show that there are two phases of visual
search for GA, DA, and MA: in the first phase, subjects focus on the
annotation area outside, and switch then to inside in order to find the
required label in the second phase. To extract these two phases, we
looked at the mean timestamps of the fixations, separately for each
AOI. The mean timestamp is here the sum of all timestamps within an
AOI divided by the number of fixations in the AOI. Figure 7(a) shows
that the two phases are clearly separated: fixations in outside happen
much earlier than fixations in inside. For all annotation methods ex-
cept for WA, participants start searching in the outer regions because
the mean timestamp of outside has a significantly lower value. For
WA, there is no first phase and therefore no outside. This confirms the
first part of hypothesis H4.

For the second part of H4, we analyze the average fixation dura-
tions, separately for the two AOIs. Figure 7(b) shows the statistics
plots. We recognize the impact of the two phases. During the second
phase, the average fixation duration is higher, since this corresponds
to the search of the actual label by inspecting labels in a target area.
For the first phase, GA shows higher fixation duration in comparison
to MA and DA. For GA, participants not only had to find the reference
to the grid cell where the label is located, but also had to memorize
the grid coordinates. Therefore, they had to focus more. For MA
and DA, this is not the case because participants quickly identify the
rough position and start the transition into the second phase, search-
ing for the actual label. The significance test for outside indicates
differences (χ2(2) = 19.67;p < 0.001). The post-hoc test shows that
there are only differences between GA-MA (p < 0.001) and GA-DA
(p < 0.001). GA achieved an average fixation duration of 406.17 ms,
MA 311.92 ms, and DA 303.81 ms. For inside, there are also signif-
icant results (χ2(3) = 25.89;p < 0.001). In particular, there are dif-
ferences between: GA-WA, MA-WA, and DA-WA with p < 0.001.
GA achieved an average fixation duration of 451.76 ms for inside, MA
485.58 ms, DA 476.95 ms, and WA 384.08 ms. Based on these out-
comes, we can confirm the second part of hypothesis H4 as well.

For hypothesis H5, we analyzed the average direction change along
scanpaths at each fixation in the second phase. We assume that search-
ing along a line results in smaller angular differences than searching
in a rectangular area. In order to handle inversion of search direction
(180◦ turns), we use the smaller angle of the change in direction.

The statistical tests indicate significant results with respect to the
annotation type (F(3,116) = 34.84;p < 0.001) and the post-hoc tests
report differences for the following pairs: DA-WA, DA-GA, DA-MA,
and GA-WA with p < 0.001. The average change in direction was
41.74◦ (GA), 39.34◦ (MA), 31.39◦ (DA), and 36.82◦ (WA); see Fig-
ure 7(c). For DA, we can see participants were changing the angle
of direction less strongly, resulting in a more directed eye movement
compared to the other methods. This indicates that the design of DA
has an impact on the visual search behavior of the subjects, and there-
fore we can confirm hypothesis H5.

6.3 Qualitative and Subjective Evaluation
For the qualitative and subjective evaluation, we asked the participants
to fill out a questionnaire with the following questions regarding the
different annotation methods:

1. Have you used a search strategy? If yes, please state it.

2. Have you used the annotations for orientation purposes?

3. Have you searched the annotations for a label in alphabetical or-
der? (only for MA, GA, and DA)
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Fig. 7. Diagrams used to identify different subject behavior. (a) There are two phases during the solution of the task. (b) The fixation behavior is
also different between the phases. The average direction change of saccades along scanpaths for all four methods is shown in (c).

4. Have you used the distance line marker for orientation purposes?
(only for DA)

5. Which method allowed you to perform the visual search task
most quickly?

6. Which method allowed you to identify the grid cell that contains
the target label most quickly: MA or GA?

For questions 2 and 4, we used a Likert scale from 1 (never) to 4
(always). For questions 1 and 3, we counted the yes and no answers.
For questions 5 and 6, we counted the votes for each individual map
annotation method. In the following, the answers will be presented
with respect to the four methods.

Within-image annotation (WA): 19 participants stated that they
used a search strategy. The most common strategies were horizontal
or vertical scanning, or starting in the middle of the screen and pro-
gressing outward in a spiral.

Grid reference annotation (GA): 25 participants used a search
strategy: They started at the annotations to search for the label and
the associated grid coordinates, and then moved to the grid cell. This
correlates with the average answer for question 2, which is 3.7 on the
Likert scale. Also, 23 participants were looking for the target label in
the legend in alphabetical order.

Directional annotation (DA): Here, 26 subjects used a search strat-
egy. First, they were searching for the directional annotation at the
border (23 in alphabetical order), and next, they followed the arrow.
An average Likert value of 3.73 was achieved for question 2, and a
Likert value of 2.8 for question 4 (use of the distance line marker).

Miniature annotation (MA): A common search strategy was used
by 25 subjects. Similar to DA, they first searched in the annotations
(average Likert value of 3.8) for the correct label, and then jumped to
the associated grid cell. 23 subjects stated that they benefited from the
alphabetical order.

General questions: Questions 5 and 6 were dedicated to summa-
rize the impression of the subjects about the map annotation methods.
21 stated that they could perform the search task fastest while using
MA, followed by GA (7 votes) and DA (2 votes). Question 6 was sup-
posed to compare MA and GA, since they are both grid-based. Here,
the participants favored MA with 23 votes.

7 DISCUSSION

Based on the results of the statistical evaluation in the previous section,
we are able to confirm several hypotheses from Section 5.1. We can
confirm H1, since we could verify that there are significant differences
between WA and the other three map annotation methods. Participants
were 23–40% faster in locating a specific label using the annotation
methods with visual search support.

We can confirm hypothesis H2 in parts. The post-hoc analysis of
completion times allows us to rank MA better than GA and DA. From
our theoretical considerations from Section 4, the following potential
outcomes could have been expected: On the one hand, DA could have
performed better than MA, since DA provides directional and distance
information, and therefore the search area should be more focused
compared to the size of a grid cell. On the other hand, the perfor-
mance of MA and GA could have been better than that of DA. Here,
subjects might be more familiar with grid-based approaches, as they
are used commonly in maps and atlases. Perceptual issues could also
be a reason for the achieved performance of DA. It is well known that
direction and distance estimation especially for long distances depend
on many factors, e.g., arrow length or the number of distractor ele-
ments in the target area [4, 13, 20, 22]. For example, an arrow points
to a specific point in a cluster. If the arrow is drawn with the full
length to the target, it can be identified accurately. Shortening the ar-
row would introduce an error for the perceived direction in which the
arrow is pointing. As a result, one of the distractors might be perceived
as the target.

Concerning the eye-tracking evaluation, we were able to accept hy-
pothesis H3. This is supported by the statistical tests and also visible in
Figure 6. Furthermore, we were able to extract two phases during the
solution of the task when annotations were provided. The first phase
corresponds to the lookup of the target label outside of the map, while
during the second phase, the participants were searching inside the
map (see Figure 3). Since there is a separation between the two phases,
we could further investigate the behavior characteristics by comparing
the average fixation durations for both phases. During the first phase,
GA exhibits a higher fixation duration compared to the other methods,
which could indicate that subjects required more time for reading and
memorizing the respective coordinates (e.g., “C2”).

During the second phase, all participants exhibited basically the
same behavior: They were looking for the target label at the rough
position provided by the position hint. Therefore, the average fixation
durations look alike, since reading a label and comparing it mentally
with the target label should take for all annotation methods approxi-
mately the same amount of time.

We were also able to show that the design of the annotation method
influences the behavior of the subjects (hypotheses H4 and H5). This is
illustrated in Figure 1. Here, the attention is distributed differently for
each annotation method. Looking at scanpaths also indicates different
solution behaviors. Some example scanpaths are shown in Figure 8.
Furthermore, we were interested in if the participants followed the ar-
row that points in the direction of the label for DA. Our evaluation of
the average relative direction change of the scanpaths shows that DA
has the lowest values, indicating that subjects tend to move their eyes
more linearly compared to the other methods.

The main drawback of miniature and directional annotations con-
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(a) Within-image annotation (WA) (b) Grid reference annotation (GA)

(c) Directional annotation (DA) (d) Miniature annotation (MA)

Fig. 8. Scanpath examples of different participant behaviors for all four annotation methods tested in the study. Random search is shown in (a). In
(b), there is first a lookup in the list followed by identifying the grid cell, and finally searching for the label. In (c), first the annotation was used to get
information about the direction and distance of the target, followed by a search in the respective direction. The initial step of (c) is also present in
(d). In the second part, a search in the target cell is performed. The rectangles indicate the target label.

cerns the available space for placing the annotations at the border of
the map. With an increasing number of labels, the size of the anno-
tations at the border must be scaled down in order to avoid overlap-
ping labels, leading to symbols that are hard to recognize. Although
grid reference annotation also needs more space to show an increasing
number of labels, the scalability issue is less pronounced because the
annotation region is independent from the size of the map.

To increase the number of labels around the map, one could think of
adding additional layers of annotations, instead of a single one as used
in this study. The label has a huge impact on the space used by an
annotation. Longer labels would require more horizontal space and,
therefore, fewer annotations can be placed horizontally. Shortening
their lengths, e.g., by using the shortest prefixes, would allow us to
increase the number of labels. However, there is still a limit on how
many layers and labels can be placed around the map. For miniature
annotations, a hybrid approach can overcome this problem completely.
Here, the annotations can be displayed separately on additional pages
similar to GA. This is illustrated in Figure 9. We did not test a hy-
brid approach in this study, since we wanted to isolate the effect of the
different visual representations of positional information in our devel-
oped annotation methods. To this end, we used the same layout to

arrange the annotations around the map.
As for most laboratory user studies, we also had to limit the design

space and range of independent factors due to constraints for the total
procedure time. First, we used a constant number of labels (45 labels
within each stimulus). Assuming that the lookup of a label is in gen-
eral fast enough due to, e.g., an alphabetical ordering of the labels, we
did not test the effect of different label numbers in this study. How-
ever, the number of used labels was sufficient to test the ability of the
annotations to support visual search in maps. Second, we tested one
grid resolution (3× 3) for MA and GA. Even with these limitations,
we concluded from the results of a pilot study that we could only test
80 stimuli with each subject. Nevertheless, we have obtained baseline
measurements for the comparison with future study results with a sub-
set of annotation methods and an extended parameter space (number
of labels, grid size, etc.). Another interesting factor that could influ-
ence the results is the use of realistic instead of artificial maps, since
details like roads, contour lines, or other features could complicate or
support visual search.

Although we could obtain significant results from this study, the
differences in task solution times are only within a couple of sec-
onds. Therefore, based on the tested parameter space, an infrequent
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Fig. 9. Hybrid approach between GA and MA. Labels at the right side
are combined with miniature representations.

use would not benefit from annotations in practice. Furthermore, a
potential drawback of MA and DA compared to GA is the loss of the
ability to quickly communicate positional information verbally.

As a general guideline, we conjecture that miniature annotations
are a suitable concept for supporting visual search. It seems to be
easier to follow a miniature representation of the domain compared to
textual coordinates as in the case of GA. Furthermore, the search in the
target area seems to be faster compared to DA. Potential applications
that benefit from such annotations might not be restricted to maps and
related scenarios. Possible use cases are discussed in the next section.

8 FUTURE DIRECTIONS

We think that annotation concepts could support other visualization
applications besides maps. There are many other applications that re-
quire visual search. Especially settings that do not allow user inter-
action can benefit from the evaluated visual search support, e.g., any
kind of printed visualization. But even with non-static output devices
like displays, it is not always possible or desirable to enable user in-
teraction. For instance, in a collaborative visualization setting with
multiple users standing in front of a large display like a Powerwall, in-
teraction might not be provided for all users to avoid conflicts. Even in
an interactive visualization scenario, it might be useful to use annota-
tions to point to interesting areas in the visualization. For instance, in
applications with multiple coordinated views, interaction is typically
required to establish the connection between the views, e.g., selecting
elements in one view highlights them in the other views. Using an-
notations, a link between the views can already be provided without
interaction. For example, extrema in a plot can be augmented with an-
notations pointing to their locations in another view. This could reduce
the number of interactions when exploring the data.

A visualization could also benefit from visual search support if it
exhibits a larger number of points of interest. Similar to reading maps,
it could be easier for the viewer to find a specific point of interest when
the search is supported with an annotation. For example, for graph
visualizations, the annotation methods can help find specific nodes.
Figure 10 shows the example of a computer network where different
users are connected to servers in the network. The annotation list is
ordered according to the username and shows the position of the re-
spective server they are connected to. This approach supports finding
the position of the server in the network to which a certain user is con-
nected and can be used if interaction might not be available, e.g., on
a large overview display in the control room of a network provider.
In the case of 2D scalar fields, which are often visualized with color
maps, the annotations can help find important points, e.g., points with
local maximum or minimum values. In matrix visualizations, differ-
ent clusters are often of interest. Annotations can be used to guide the
viewer to these clusters.

In general, the annotation approaches should work with all types of
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Fig. 10. Graph visualization showing the connections between com-
puter servers. Colors encode the connection bandwidth. The annota-
tion shows which user is assigned to which server and the respective
position in the network topology.

2D visualization, although not all of them might benefit from them.
An extension to 3D visualization should be possible, but typical issues
of 3D visualizations like occlusion and perspective distortions make
this more difficult. In all cases, the presented annotation methods have
the advantage that the visualization is not cluttered by overlaying it
with additional graphical objects. However, miniature representations
of the visualization domain seem to be most suitable to provide visual
search support.

9 CONCLUSION

In this paper, we have evaluated three annotation methods that support
visual search in maps: miniature annotation (MA), directional annota-
tion (DA), and grid reference annotation (GA). As baseline, we used
within-image annotation (WA). Using such annotations is beneficial if
traditional encoding mechanisms, like color, cannot be applied, since
they are already used to encode another information. The results show
that each of the three approaches (MA, DA, GA) leads to significantly
reduced completion times. We have found significant differences be-
tween the three annotation methods: the lowest and therefore the best
completion times were achieved by using MA, followed by GA, and
DA. Correctness was not evaluated, since the task could be solved ac-
curately in any case. By evaluating the eye-tracking data, we were
able to show that participants solved the task in two phases: first, they
used the provided annotation to get a hint for the position of the la-
bel; then, they performed the actual search. We could also show that
the fixation duration changed after the transition into phase two. For
phase one, GA had the highest average fixation duration, indicating
deep cognitive processing. In phase two, in contrast, the fixation dura-
tions are approximately the same because similar search is performed
for all annotation techniques. However, we have seen that DA trig-
gers search along straight lines, whereas the other techniques lead to
an area-oriented search.

Overall, considering task performance and eye-tracking data, the
MA technique seems to be the best annotation method. Generalizing
our findings, we think that the use of visual miniature annotations is
likely to be beneficial for other visualization applications as well. We
are convinced that the application of annotation concepts to other vi-
sualizations besides maps is of interest for future work.
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(a) Within-image annotation (WA) (b) Grid reference annotation (GA)

(c) Directional annotation (DA) (d) Miniature annotation (MA)

Fig. 8. Scanpath examples of different participant behaviors for all four annotation methods tested in the study. Random search is shown in (a). In
(b), there is first a lookup in the list followed by identifying the grid cell, and finally searching for the label. In (c), first the annotation was used to get
information about the direction and distance of the target, followed by a search in the respective direction. The initial step of (c) is also present in
(d). In the second part, a search in the target cell is performed. The rectangles indicate the target label.

cerns the available space for placing the annotations at the border of
the map. With an increasing number of labels, the size of the anno-
tations at the border must be scaled down in order to avoid overlap-
ping labels, leading to symbols that are hard to recognize. Although
grid reference annotation also needs more space to show an increasing
number of labels, the scalability issue is less pronounced because the
annotation region is independent from the size of the map.

To increase the number of labels around the map, one could think of
adding additional layers of annotations, instead of a single one as used
in this study. The label has a huge impact on the space used by an
annotation. Longer labels would require more horizontal space and,
therefore, fewer annotations can be placed horizontally. Shortening
their lengths, e.g., by using the shortest prefixes, would allow us to
increase the number of labels. However, there is still a limit on how
many layers and labels can be placed around the map. For miniature
annotations, a hybrid approach can overcome this problem completely.
Here, the annotations can be displayed separately on additional pages
similar to GA. This is illustrated in Figure 9. We did not test a hy-
brid approach in this study, since we wanted to isolate the effect of the
different visual representations of positional information in our devel-
oped annotation methods. To this end, we used the same layout to

arrange the annotations around the map.
As for most laboratory user studies, we also had to limit the design

space and range of independent factors due to constraints for the total
procedure time. First, we used a constant number of labels (45 labels
within each stimulus). Assuming that the lookup of a label is in gen-
eral fast enough due to, e.g., an alphabetical ordering of the labels, we
did not test the effect of different label numbers in this study. How-
ever, the number of used labels was sufficient to test the ability of the
annotations to support visual search in maps. Second, we tested one
grid resolution (3× 3) for MA and GA. Even with these limitations,
we concluded from the results of a pilot study that we could only test
80 stimuli with each subject. Nevertheless, we have obtained baseline
measurements for the comparison with future study results with a sub-
set of annotation methods and an extended parameter space (number
of labels, grid size, etc.). Another interesting factor that could influ-
ence the results is the use of realistic instead of artificial maps, since
details like roads, contour lines, or other features could complicate or
support visual search.

Although we could obtain significant results from this study, the
differences in task solution times are only within a couple of sec-
onds. Therefore, based on the tested parameter space, an infrequent
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use would not benefit from annotations in practice. Furthermore, a
potential drawback of MA and DA compared to GA is the loss of the
ability to quickly communicate positional information verbally.

As a general guideline, we conjecture that miniature annotations
are a suitable concept for supporting visual search. It seems to be
easier to follow a miniature representation of the domain compared to
textual coordinates as in the case of GA. Furthermore, the search in the
target area seems to be faster compared to DA. Potential applications
that benefit from such annotations might not be restricted to maps and
related scenarios. Possible use cases are discussed in the next section.

8 FUTURE DIRECTIONS

We think that annotation concepts could support other visualization
applications besides maps. There are many other applications that re-
quire visual search. Especially settings that do not allow user inter-
action can benefit from the evaluated visual search support, e.g., any
kind of printed visualization. But even with non-static output devices
like displays, it is not always possible or desirable to enable user in-
teraction. For instance, in a collaborative visualization setting with
multiple users standing in front of a large display like a Powerwall, in-
teraction might not be provided for all users to avoid conflicts. Even in
an interactive visualization scenario, it might be useful to use annota-
tions to point to interesting areas in the visualization. For instance, in
applications with multiple coordinated views, interaction is typically
required to establish the connection between the views, e.g., selecting
elements in one view highlights them in the other views. Using an-
notations, a link between the views can already be provided without
interaction. For example, extrema in a plot can be augmented with an-
notations pointing to their locations in another view. This could reduce
the number of interactions when exploring the data.

A visualization could also benefit from visual search support if it
exhibits a larger number of points of interest. Similar to reading maps,
it could be easier for the viewer to find a specific point of interest when
the search is supported with an annotation. For example, for graph
visualizations, the annotation methods can help find specific nodes.
Figure 10 shows the example of a computer network where different
users are connected to servers in the network. The annotation list is
ordered according to the username and shows the position of the re-
spective server they are connected to. This approach supports finding
the position of the server in the network to which a certain user is con-
nected and can be used if interaction might not be available, e.g., on
a large overview display in the control room of a network provider.
In the case of 2D scalar fields, which are often visualized with color
maps, the annotations can help find important points, e.g., points with
local maximum or minimum values. In matrix visualizations, differ-
ent clusters are often of interest. Annotations can be used to guide the
viewer to these clusters.

In general, the annotation approaches should work with all types of
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2D visualization, although not all of them might benefit from them.
An extension to 3D visualization should be possible, but typical issues
of 3D visualizations like occlusion and perspective distortions make
this more difficult. In all cases, the presented annotation methods have
the advantage that the visualization is not cluttered by overlaying it
with additional graphical objects. However, miniature representations
of the visualization domain seem to be most suitable to provide visual
search support.

9 CONCLUSION

In this paper, we have evaluated three annotation methods that support
visual search in maps: miniature annotation (MA), directional annota-
tion (DA), and grid reference annotation (GA). As baseline, we used
within-image annotation (WA). Using such annotations is beneficial if
traditional encoding mechanisms, like color, cannot be applied, since
they are already used to encode another information. The results show
that each of the three approaches (MA, DA, GA) leads to significantly
reduced completion times. We have found significant differences be-
tween the three annotation methods: the lowest and therefore the best
completion times were achieved by using MA, followed by GA, and
DA. Correctness was not evaluated, since the task could be solved ac-
curately in any case. By evaluating the eye-tracking data, we were
able to show that participants solved the task in two phases: first, they
used the provided annotation to get a hint for the position of the la-
bel; then, they performed the actual search. We could also show that
the fixation duration changed after the transition into phase two. For
phase one, GA had the highest average fixation duration, indicating
deep cognitive processing. In phase two, in contrast, the fixation dura-
tions are approximately the same because similar search is performed
for all annotation techniques. However, we have seen that DA trig-
gers search along straight lines, whereas the other techniques lead to
an area-oriented search.

Overall, considering task performance and eye-tracking data, the
MA technique seems to be the best annotation method. Generalizing
our findings, we think that the use of visual miniature annotations is
likely to be beneficial for other visualization applications as well. We
are convinced that the application of annotation concepts to other vi-
sualizations besides maps is of interest for future work.
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