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A meeting
environment for
casual communi-
cation in a net-
worked community,
FreeWalk provides a
3D common area
where everyone can
meet and talk freely.
FreeWalk represents
participants as 3D
polygon pyramids,
on which their live
video is mapped.
Voice volume
remains proportional
to the distance
between sender and
receiver. For
evaluation, we
compared
communications in
FreeWalk to a
conventional desktop
videoconferencing
system and a face-
to-face meeting.

M
ost computer systems for collab-
orative work provide desktop
videoconferencing tools for busi-
ness meetings. However, meet-

ings aren’t always formal or business related.
Casual meetings such as chatting during a coffee
break or in a hallway occur daily. They also play
an important role in collaboration. We believe
that conventional desktop videoconferencing sys-
tems, which multicast pictures and voices, can’t
support casual meetings. 

We aim to support everyday activities by form-
ing a community through computer networks.
Our product FreeWalk,1 a social environment for
communication, lets people meet casually in com-
mon three-dimensional (3D) virtual spaces such
as a park or a lobby. The following list describes
the inherent features of casual meetings and how
FreeWalk can support them.

1. Casual meetings. In conventional desktop
videoconferencing systems such as Office
Mermaid,2 participants turn on the system
when they start a meeting. When in operation,
the system displays the faces of all participants
on their workstations, which hinders free con-
versation. The system lists the participants
before the meeting starts, thereby prohibiting
accidental encounters with other participants.

Several desktop videoconferencing systems
have tried to extend their functions to support
casual meetings. Cruiser3 randomly selects
some of the participants and displays their
faces to other participants to simulate acci-
dental encounters. In contrast, FreeWalk’s

approach provides a common virtual space for
casual meetings wherein participants can
move and meet by themselves. It doesn’t pro-
mote any system-directed encounters. The par-
ticipants’ faces display on screen only when
the bodies of their avatars meet.

2. Meetings with many people. In meetings such as
parties, several tens of participants simultane-
ously exist in the same space. In such cases, it’s
almost impossible to use desktop videoconfer-
encing systems, since they try to display the
faces of all participants at once. Plus, even if it
were possible, it would be very hard for users
to comprehend the situation.

In FreeWalk, participants can freely change
their locations and view directions. For exam-
ple, they can wander around before they talk
to someone else. They can also watch other
participants.

Many systems realize a 3D shared virtual space.
The Distibuted Interactive Virtual Environment
(DIVE),4 a multiuser platform, lets people create,
modify, and remove objects dynamically. This sys-
tem has a script language to define autonomic
behaviors of objects. Another multiuser virtual
environment, Diamond Park,5 has a park, a village,
and an open-air cafe. In addition, Community
Place6 integrates Virtual Reality Modeling Language
(VRML) and has an online chat forum. InterSpace7

supports audio and video communication for the
experimental service CyberCampus, which features
distance learning and online shopping. These sys-
tems aim to construct realistic virtual worlds con-
taining many kinds of virtual objects such as
mountains, oceans, buildings, artifacts, and so on.

We implemented a basic system to support
casual meetings in a 3D virtual space that repre-
sents dynamic changes in people’s locations dur-
ing casual meetings. The role of 3D space in our
system resembles the spatial model of interaction
in Massive,8 a VR-based conferencing system with
text and audio communication.

Since researchers haven’t sufficiently investi-
gated social interactions in 3D virtual space, we
conducted an experiment to determine the char-
acteristics of interactions in FreeWalk.

Interaction design
Here we describe FreeWalk’s design for inter-

action of the 3D community common area. We
also discuss how FreeWalk supports casual group
meetings.
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3D community common area
Figure 1 shows an image of a FreeWalk win-

dow. FreeWalk provides a 3D community com-
mon area where people can meet. Participants
move and turn freely in the space using their
mouse (just as in a video game). Locations and
view directions of participants in the space deter-
mine which pictures and voices get transmitted.

In this 3D space, a pyramid of 3D polygons
represents each participant. The system maps live
video of each participant on one rectangular plane
of the pyramid, and the participant’s viewpoint
lies at the center of this rectangle. The view of the
community common area from a participant’s
particular viewpoint appears in the FreeWalk win-
dow. Figure 2a shows participant A’s view when
participants B and C are located as shown in
Figure 2b.

Participants standing far away in the 3D envi-
ronment appear smaller and those closer appear
larger. FreeWalk doesn’t display participants locat-
ed beyond a predefined distance. The system also
transfers voices under the same policy—that is,
voice volume changes in proportion to the dis-
tance between sender and receiver. See Figure 3.

Simulating casual meetings
In FreeWalk, meetings can start with an acci-

dental encounter. Figure 4 shows an example of an
accidental encounter, where the user finds others
on the radar screen displayed at the right bottom
corner of the window (Figure 4a), watches them to
find out what they’re talking about (Figure 4b),
then joins them (Figure 4c).
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and C’s locations.
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Since the participants’ locations and view
directions reflect a pyramid orientation, each par-
ticipant can observe the distances or directions of
other participants and what other people are
doing from a distance. Participants can also
observe others around them by turning their
head. Figure 5 shows the view changes of partici-
pants A and B as participant B changes his direc-
tion in front of A.

Since distance attenuates voice, a participant
must approach the others to talk to them. On the
other hand, not only can the participants in the
conversation hear the speaker’s voice, but anyone
in the neighborhood can listen. This mechanism
forces people to combine actions and conversa-
tions in the space. People can smoothly join the
conversation that attracts their interest, since they
can guess the subject by listening to the conver-
sation beforehand. People can exit a conversation
by leaving a group and join a conversation by
approaching another group.

Organizing meeting groups
Desktop videoconferencing systems provide

various functions to support the organizational
behavior of participants, such as speaker selection.
Although these functions let participants manage
multiple conversation threads in parallel, they
also damage the freedom we’re aiming for.
FreeWalk doesn’t take this approach. Instead, it
uses a common 3D space that promotes a casual
feeling in communication.

People form a group by standing close to each
other to engage in conversation. Figure 6 shows
this situation. Since voice volume attenuates in
proportion to the distance between sender and
receiver, people can have a confidential conversa-
tion by keeping away from others. If groups have
enough distance between them, people in one
group can’t hear people in other groups. Therefore,
participants can form separate meeting groups and
not bother each other. This feature makes
FreeWalk an effective tool for holding a party.
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System design
Here we discuss FreeWalk’s system design and

implementation.

System configuration
The FreeWalk system consists of a communi-

ty server and clients, each of which includes
vision and voice processes. Figure 7 illustrates the
interaction between the community server and
clients.

When participants move in the 3D space using
their mouse, the corresponding client calculates
the new location and orientation, and sends them
to the community server. The server then com-
piles this information into a list of client locations
in the 3D community common area. The server
finally sends the list back to each client for screen
updating. Since only control information trans-
fers between the server and the clients, the com-
munity server can efficiently maintain a global
view of the ongoing activities in the community
common area.

When a client receives the list of other clients,
the client’s vision system sends its owner’s picture
to the other clients. On receiving pictures from
other clients, the vision system redraws the dis-
play based on the information in the list and the
pictures received.

Because each client can’t see all clients, it’s not
necessary for each one to send its picture to all
others. Similarly, each client doesn’t have to send
full-size pictures to clients far away. FreeWalk uses
these facts to optimize the bandwidth of video
communication as follows:

❚ The sender adjusts the picture’s size to the size
the receiver needs.

❚ The client sends its picture to others who can
see the client.

Figure 8 shows an example of a video transfer
in FreeWalk. Since client A lies near client C,
client C sends a large picture to client A. In con-
trast, client C sends a small picture to client B,
because it’s located far away.

Voice communication occurs in the same man-
ner. FreeWalk clients don’t send voice data to
those clients located too far away to hear the par-
ticipants’ voices.

Using a large screen
We implemented the FreeWalk system on an

immersive environment as well as on a desktop
environment. We used a special room with a
large-scale projector screen connected to a graph-
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ics workstation. Figure 9 shows a virtual space dis-
played on the large screen in the room.

Several people can simultaneously view the
large virtual space displayed on the screen and talk
to other people moving within that space. People
using a desktop environment see the room repre-
sented as a larger pyramid. A large live video of the
room visible in the space makes it easy to include
the room and its participants in the virtual space.

Interaction analysis
Some earlier studies tried to compare commu-

nication aided by desktop videoconferencing sys-
tems to face-to-face (FTF) communication. Various
characteristics of conventional video communica-
tion became clear through those studies.9 However,
the characteristics of the communication aided by
a desktop videoconferencing system with a 3D vir-
tual space remained unclear. In this section we
show the characteristics of 3D communication
compared to FTF and conventional video commu-
nications. We used Silicon Graphics’ InPerson (see
http: / /www.sgi .com/Products/software/
InPerson/) as the conventional video environment
and FreeWalk as the desktop videoconferencing
system with a 3D virtual space.

Sellen compared communication in two video
conferencing systems, Hydra and Picture-in-a-
Picture (PIP), and in the FTF environment.10 She
found no differences among the three environ-
ments for conversation in terms of turns (transfer-
ring the initiative of speech), even though previous
studies showed that more turns occurred in the FTF
environment than in the videoconferencing envi-
ronment. We expected that the number of turns
might increase in casual meetings, so we analyzed
the number of turns in our experiment.

In another study, Bowers investigated how the
movement of avatars coordinated with conversa-
tion in a virtual environment.11 Results showed
that the avatars’ moves transferred the initiative
of conversation. In 3D and FTF environments, the
moves of people relate to their communication
skills. In our experiment, we analyzed the moves
of people in meetings.

Additionally, we counted the number of occur-
rences of chat and calculated the standard devia-
tion of utterance. We thought a casual atmosphere
might stimulate the occurrence of chat and change
the amount of utterance of each participant.

Design of experiment
Twenty-one undergraduate students partici-

pated in our one-day experiment. We prepared
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three environments for conversation to compare
FTF, conventional video, and 3D communications
(see Figure 10). We set up seven SGI O2 worksta-
tions connected by a 100-Mbps Ethernet for the
video environment (InPerson) and the 3D envi-
ronment (FreeWalk).

The meetings in the three environments con-
sisted of three tasks: agreeing on a group travel
destination, discussing social problems, and con-
versing freely. We chose these tasks to examine
various types of communication comprehensive-
ly. For each task, we told participants to organize
three groups of seven people.

Thus nine types of meetings took place. Each
meeting lasted for 20 minutes. We didn’t choose
any chairpersons of the meetings in advance.
Before performing the three tasks, the participants
introduced themselves in each group so that they
could memorize each other’s faces and voices.
They also practiced operating FreeWalk. The inde-
pendent variables of this experiment were the dif-
ferences between the environments and the tasks.

Data collection
We collected experimental data using video-

tape recordings. During the FreeWalk and
InPerson meetings, we recorded the screen images
of the workstations on videotape recorders. In FTF
meetings, we recorded the scenes on 8-mm video.
We reviewed the videotape pictures to record the
start and end times of participants’ utterances to
create conversation records. In addition, we col-
lected the system logs of FreeWalk to find the pat-
tern of moves in the 3D virtual space during
meetings. The FreeWalk community server stores
system logs in which it records locations of par-
ticipants in a 3D virtual space. We analyzed these
system logs by drawing lines along the partici-
pants’ moves and connecting their locations in
sequence.

Results
The analysis results of participants’ conversa-

tions and moves follow.

Conversation. We organized the analysis
results of the conversations into number of turns,
standard deviation of utterance, and occurrence
of chat.

1. Number of turns. This value represents the
number of events. Each event transfers the ini-
tiative of talking from one person to another.
The turn occurs when someone starts talking

immediately after or while another talks. We
didn’t count cases in which someone stopped
talking and started talking again after a brief
silence.

Figure 11 shows the clear relation between
the frequency of turns and environments. The
frequency of turns equals the number of turns
divided by the amount of utterances. The
rankings of contributions of environments to
the number of turns follow:

FreeWalk > FTF ≈ InPerson

The effect of the difference in environments
showed that FreeWalk activated turns more
often than InPerson and FTF.

2. Standard deviation of utterance. This value repre-
sents the standard deviation of the ratio of the
total time of utterances of each participant to
the total time of all utterances of all partici-
pants. Table 1 summarizes the standard devia-
tions of utterance. It also provides the following
ranking of environments for each task:
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Table 1. Standard deviation of utterance.

Task 1 Task 2 Task 3
FTF 13.93 19.19 14.07

InPerson 12.31 15.97 17.25

FreeWalk 9.28 15.45 13.45 



Task 1 FTF > InPerson > FreeWalk
Task 2 FTF > InPerson ≈ FreeWalk
Task 3 InPerson > FTF ≈ FreeWalk

Interestingly, the deviation remained the
smallest in FreeWalk for all tasks. This means
that the amount of utterances of each partici-
pant became equalized in FreeWalk.

3. Occurrence of chat. This value represents start-
ing a conversation that doesn’t contribute to
accomplishing the task. Figure 12 shows the
occurrence of chat in Task 1 and Task 2 in
each environment. In Figure 12, the horizon-
tal axis represents time, and each mark repre-
sents the occurrence of chat. Figure 12 shows
that chat occurred more actively in FTF than
in FreeWalk, while it seldom occurred in
InPerson. The rankings of the contributions of
environments to the occurrence of chat fol-
low:

FTF > FreeWalk > InPerson

In FreeWalk, the atmosphere among partici-
pants might have been relaxed since they
formed a circle to have a conversation, while
in InPerson everyone faced the others.

Participants’ moves. In FTF meetings, partici-
pants seldom moved after forming a circle to have
a conversation. During InPerson meetings, every-
one faced the others on the screen.

Figure 13 shows participants’ moves during a
15-minute period in FreeWalk meetings. In Task
1 and Task 2, they seldom moved after forming a
circle as in FTF. Unlike the other two tasks, they

moved actively around the 3D virtual space in
Task 3, as Figure 13c shows. In Task 3—free con-
versation—we observed the following behaviors:

1. Moving in a 3D virtual space. At the beginning
of the task, participants moved actively. For
example, they moved to the edge of the 3D
virtual space and rushed toward others.

2. Facing each other to greet. In the middle of the
task, participants faced one another frequent-
ly to greet. We noted that some participants
blamed others for approaching them when
they tried to whisper to each other.

3. Gathering to start conversation. Toward the end
of the task, all participants gathered to con-
verse. We noted that a certain participant ran
about trying to escape from the meeting place
since he was unwilling to talk, while another
participant looked for someone else who had
gone elsewhere.

Discussion
As a result of our analysis, we categorized the

effects of a 3D virtual space into two types. In the
first type, we observed that 3D communication
resembles FTF communication. Two primary char-
acteristics exist: frequency of chat and behavior of
participants. The second category, however,
remains peculiar to 3D virtual spaces. These envi-
ronments equalize the amount of utterances for
each participant more than the other environ-
ments, increase the number of turns, and some-
times stimulate participants to move around to
converse freely.

The results show the effectiveness of a 3D vir-
tual space in casual meetings. The freedom of 3D
virtual space lets participants enjoy their conver-
sation, and its relaxed atmosphere stimulates par-
ticipants into initiating conversations. On the
other hand, participants having a meeting in a 3D
virtual space tend to concentrate less than in the
other environments. MM
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Figure 13. Pattern of moves in a 3D virtual space.
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