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A Highly Integrated Ambient Light Robust Eye-Tracking
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Robust and highly integrated eye-tracking is a key technology to improve resolution of near-eye-display
technologies for augmented reality (AR) glasses such as focus-free retinal projection as it enables display
enhancements like foveated rendering. Furthermore, eye-tracking sensors enables novel ways to interact
with user interfaces of AR glasses, improving thus the user experience compared to other wearables. In this
work, we present a novel approach to track the user’s eye by scanned laser feedback interferometry sensing.
The main advantages over modern video-oculography (VOG) systems are the seamless integration of the
eye-tracking sensor and the excellent robustness to ambient light with significantly lower power consumption.
We further present an algorithm to track the bright pupil signal captured by our sensor with a significantly
lower computational effort compared to VOG systems. We evaluate a prototype to prove the high robustness
against ambient light and achieve a gaze accuracy of 1.62 ◦, which is comparable to other state-of-the-art
scanned laser eye-tracking sensors. The outstanding robustness and high integrability of the proposed sensor
will pave the way for everyday eye-tracking in consumer AR glasses.

CCS Concepts: • Human-centered computing→Mixed / augmented reality; • Hardware→ Displays
and imagers.
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1 INTRODUCTION
Robust and highly integrated eye-tracking sensors are a key technology to improve resolution
of display technologies like focus-free retinal projection for augmented reality (AR) glasses e.g.
by enabling display enhancement methods like foveated rendering [18, 21, 22]. Furthermore eye-
tracking allows to steer the exit pupil increasing the display’s field of view (FOV) [15, 21] of AR
glasses. In addition to display enhancement techniques, eye-tracking sensors enable novel ways
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Fig. 1. Key challenges of VOG based eye-tracking sensors is a robust detection of the pupil, which is limited
due to a) limited dynamic range of camera sensors to operate under a wide range of ambient illumination
settings e.g. in bright sun light, b) detection of the pupil over the whole field of view due to the high off-axis
integration of camera sensors, c) false pupil detection e.g. due to mascara, other disturbances, dirt on the lens
and d) false detection due to partly occluded pupils by lashes or eye lids. Furthermore the pupil detection is
rather computational complex as several image processing steps are required to extract the pupil as shown in
e)

to seamlessly interact with the user interface of AR glasses [5, 26, 27], improving thus the user
experience.

Video oculography (VOG)camera sensors are the state-of-the-art in mobile eye-tracking, tracking
either the pupil in the 2D image and estimate gaze using a geometric 3D eye model [42], or track
the pupil and corneal reflections from additional infrared (IR) LEDs and use a regression-based
approach to determine gaze direction, as shown by [16]. In both cases, the key to robust eye tracking
is robust detection and tracking of the pupil under a variety of conditions, which is, as shown in
Figure 1, not always the case with current VOG systems.
A well-known issue with state-of-the-art VOG sensors is the limited dynamic range of camera

sensors, leading to a loss of the pupil signal in presence of varying ambient light or in bright sun
light [12, 19], as illustrated in Figure 1 a).

Furthermore the high off-axis integration of camera sensors in current VOG systems, as illustrated
in Figure 1 b) [20, 45], leads to a loss of pupil detection especially if the gaze vector points away
from the cameras optical axis, which allows robust eye-tracking only in a part of the user’s FOV
[30]. This problem is solved by adding more camera sensors to cover a larger field of view, such as
proposed by [44] or [46]. However, this leads to more complex sensor integration as well as higher
power consumption stem from additional sensors and higher complexity eye-tracking algorithms.

Additional cases which leads to a false pupil detection are due to the wearing of mascara [17], as
false edges are considered as pupil edges by the pupil detection algorithm, illustrated in Figure 1 c).
A similar case is shown in Figure 1 d) where a part of the pupil is occluded by the eyelid, which also
leads to a false pupil detection [9, 12]. This issues is addressed by more advanced pupil detection
algorithms e.g. by using convolutional neural networks like PupilNet [10], RITNet [2] or the Deep
VOG approach by [48]. The main drawback of these advanced algorithms is increased demand of
processing power which increases the power consumption of VOG eye-tracking systems.

Finally, VOG algorithms require several steps of image processing to extract pupil features from
camera images, as shown in Figure 1 e), which illustrates the processing steps of the VOG algorithm
proposed by [20]. There are several variants of the algorithm with optimization of individual
steps of the pupil detection pipeline to improve detection accuracy and robustness, e.g. ELSE [11],
PURE [34] or PUREST [35]. The increased robustness is accompanied by higher computational
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requirements. In recent years this issue is addressed by pupil detection algorithms which are
optimized with respect to computational requirements and latency e.g. by [7] or [6].
The presented disadvantages of VOG sensors and the corresponding power consuming eye-

tracking algorithms indicate that the sensing technology itself puts some hurdles for eye-tracking
sensor integration into AR glasses. To enable robust eye-tracking and overcome these limitations,
we introduce a low power eye-tracking sensor approach using laser feedback interferometry (LFI)
sensing technology to integrate eye-tracking capability into retinal projection AR glasses.
The LFI sensor is composed of a tiny vertical cavity surface emitting laser (VCSEL), operating

at the infrared (IR) regime. In addition, a photodetector is integrated into the laser cavity using
semiconductor processes. The small sensor size enables high integration into the frame temple of
AR glasses. Integration of the photodetector enables the LFI sensing method, a coherent sensing
method, leading to a high robustness against ambient light as most light stemming not from the
lasers own radiation is suppressed [28]. Thus the sensor is capable to robustly operate in presence
of ambient light [25].
To solve the sensor integration problem and the high-off-axis integration of VOG systems, we

further propose to integrate the LFI IR laser sensor into a retinal projection AR glasses system
which consists of a micro-electro-mechanical system (MEMS) micro mirror based laser scanner
and a holographic optical element (HOE) to steer the laser beam towards the eye.

Furthermore, we exploit the unique sensing modality of the LFI sensor and propose a low-power
pupil detection and tracking algorithm by exploiting the characteristic bright pupil signal.

Our contribution is three fold:
(i)We propose an highly integrated eye-tracking sensor approach for retinal projection AR glasses

based on an ambient light robust LFI sensor. By combining the LFI sensor with a highly transparent
IR HOE and a MEMS micro mirror we further solve the highly-off-axis sensor integration. In
addition, the eye tracker is invisible to the user, as it is fully integrated into the frame temple.

(ii)We propose an algorithm optimized to detect and track the pupil based on the characteristically
bright pupil signal captured by the LFI sensor and
(iii) We evaluate the resulting gaze accuracy of the proposed algorithm and the ambient light

robustness of the proposed sensor experimentally in a prototype setup.
Compared to the work of [24] we switch from an IR laser with external photodiode to the LFI

sensor with integrated photodiode and further show the high integratability into a glasses frame.
In addition we manufacture the high transparent IR HOE, which is mandatory for the system.
Compared to the work of [25] we apply the LFI sensor to human eyes and proof the proposed

bright pupil effect. We further evaluate gaze accuracy in a human study with 20 participants and
further propose an power saving algorithm for pupil detection algorithm.
In the upcoming Section the state-of-the-art w.r.t. scanned IR laser eye-tracking sensors is

discussed. Afterwards, in Section 3, we introduce the proposed eye-tracking sensor and describe
briefly the system components. Furthermore, we describe the underlying sensing principle of the
LFI sensor technology as well as the origin of the observed bright pupil pattern. In addition, we
describe our algorithm to detect and track the pupil. In Section 4, we describe our setup used to
evaluate the gaze accuracy and compare it to a VOG system. Further, we show the robustness
against artificial light. Finally, we compare our results with other state-of-the-art scanned IR laser
eye-tracking approaches, discuss the applicability for AR glasses w.r.t. power consumption, sensor
integration, glasses slippage and system latency, and finally draw a conclusion from our work.

2 RELATEDWORK
One of the first works which address scanned IR laser eye-tracking technology for AR glasses was
introduced by [38]. The authors used a 2D MEMS mirror to scan the beam of an laser operating in
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the IR regime in a 2D pattern over the eye’s surface. The photodiode, which receives backscattered
light, was integrated close to the nosepad while the scan unit consisting of the IR laser and the
2D MEMS mirror were integrated into the glasses frame temple. The photodiode detects corneal
reflections originating from the eye’s surface [37]. To obtain the horizontal gaze angle, the MEMS
mirror scan angle under which a corneal reflection was detected by the photodiode is captured.
To further obtain the vertical gaze angle [37] proposed a hill climbing algorithm using the the
photodiode amplitude variation as feature. To address ambient light robustness, an optical bandpass
filter was applied to the front of the photodiode. The authors reported a gaze resolution of ≈ 1◦
with an update rate of 3300Hz while their system consumes less than 15mW power.

A major drawback of their method is the vulnerability to glasses slippage. As gaze angles are
directly linked to the MEMS mirror scan angles via calibration, the system requires calibration
after occurrence of slippage of the glasses [37].

To achieve slippage robustness, the authors most recently released MindLink [29], which incor-
porates five photodiodes attached around the spectacle frame and a 2D MEMS micro mirror placed
in the nose pad of the glasses. With this improved setup, the authors reported a gaze accuracy of
<1◦ over a FOV of 40◦ x 25◦ and achieved an update rate of 500Hz.

[24] approach slippage robustness by scanning an IR laser beam with a 2D scan path over the
surface of the eye. The scan path was formed using two 1DMEMSmirrors for vertical and horizontal
deflection. Backscattered light from the eye is measured by a photodiode, which is placed in the
frame temple. The measured intensity variation over both the horizontal and the vertical scan
angles is used to construct a gray scale image of the eye’s surface. By applying a state-of-the-art
VOG algorithm [8], they achieved a gaze accuracy of 1.31◦ with an 60Hz update rate. The authors
further reported a power consumption of 11mW and estimated a theoretical resolution of 0.28◦
with an improved optical design. To increase robustness against ambient light they propose to use
optical filters in front of their photodiode circuitry, similar to [37].

Most recently, EyeWay Vision [15] released a scanned IR laser based eye-tracking sensor to steer
the exit pupil for their retinal projection AR glasses. In a previous evaluation of the prototype
system by [17] a gaze accuracy of 1.72◦ at a sampling rate of the corneal reflection signals of 4000Hz
was reported. For absolute eye-tracking accuracy and to compensate translation movements of the
eye with respect to the glasses e.g. due to slippage, a stereo camera with a sample rate of 120Hz
was added to the laboratory setup.

All above-mentioned related approaches used a photodiode to capture back reflected light of an
IR laser, which was scanned in a 2D pattern over the surface of the eye. Sarkar et. al.[29, 37] and
EyeWay Vision [17] focus on glint features from the cornea, the limbus or the retina to estimate
the gaze direction while [24] reconstruct a gray scale image and extract the dark pupil from the
image by applying state-of-the-art VOG algorithms.
All methods have drawbacks with respect to ambient light robustness, which are addressed by

protecting the photodiode with optical filters from ambient light. Furthermore, the glint feature
based approaches by Sarkar et. al. and EyeWay Vision tend to have issues with slippage. To address
this issue they either add an reference sensors or additional photodiodes, which adds to the overall
power budget of these systems. Furthermore the approaches of [24] and [17] are validated only in
a laboratory setup and the sensor integration is not fully solved.
In our approach, we address the issue of ambient light robustness and sensor integration by

using the LFI sensor technology. We further follow the path of [24] and use a 2D scan pattern to
reconstruct gray scale images to extract the bright pupil feature. With this approach, we address
the issue of a high power consumption by exploiting the bright pupil effect to directly detect the
pupil in an image to reduce computational complexity.
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3 SCANNED LASER FEEDBACK INTERFEROMETRY
Figure 2 illustrates the integration of the LFI sensor into the retinal projection AR glasses to form a
scanned LFI eye-tracking sensor. The LFI sensor component is added to the RGB module, integrated

LFI

R

G

B

Holographic optical element

2D scanner

Laser modul

Fig. 2. The LFI sensor added to the RGB module and shares the same optical path as the visible light. The
holographic optical element acts as a wavelength selective mirror and redirects the scanned laser pattern to
the eye’s surface.

in the glasses frame temple. The IR laser of the VCSEL is coupled via a prism into the beam path of
the visible light of the RGB lasers and the combined beam is scanned via a MEMS mirror module
over the HOE surface. The HOE acts as a wavelength selective mirror which parallelised the
incoming beam pattern and redirects it towards the eye region.
The HOE is recorded into a photopolymer (Bayfol HX TP photopolymer) by constructing a

reference wavefront and an imaging wavefront and expose the photopolymer with both wavefronts.
As our photopolymer is only active for visible light, we recorded the HOE at a wavelength of 650 nm
with an angular offset such that if the HOE is played back at 850 nm under an different angle the
desired wavefront is reconstructed. [47] and [49] gave a detailed description of the recording HOEs
using photopolymer with an angular offset.
The MEMS mirror module contains two 1D MEMS mirrors to scan in a 2D pattern over the

HOE. The horizontal mirror scans in a sinusoidal pattern, while the vertical MEMS mirror is
non resonantly actuated using an electrodynamic driver to steer the sinusoidal pattern vertically
over the HOE. With the known geometry and the mirror deflection angles αh(t) and βv (t), the
corresponding intersection point of the laser beam with the HOE can be calculated. For a detailed
description of the geometry and the image generation we refer to [24]. The scan pattern is illustrated
in Figure 3. HOEs are characterized by a high wavelength selectivity and optical transparency

αh(t)

βv(t)

Eye-tracking region

Fig. 3. Scan pattern of the laser beam over the eye’s surface.

allowing integrating them invisible to the user into the glasses lenses [47].

3.1 Laser feedback interferometry
The key element in our scanned eye-tracking approach is the LFI sensor. LFI is a widely applied
interferometry sensing method [43], which is used e.g. to measure displacement or velocity of solid
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targets. Recently, LFI sensors have also been applied to AR glasses e.g. for gaze gesture recognition
[26, 27] and human activity recognition [23]. This works address the applicability of static LFI
sensors for a near-eye setting.

Emission

Back Injection

Laser

nin Pf

kf

r3,γ

Lin,τin Lext,τext

P0
P'0

Photodiode

Lambertian
scattering

Volume
scattering

Macroscopic scale
of single laser beam

HOEa) b)

F2, t2, r2

Fig. 4. a) LFI sensing scheme modeled by the well known Coupled-cavity model. Emitted light from the laser
is backscattered from the eye’s surface and backinjected into the cavity. The photodiode integrated into the
back mirror monitors the optical power inside the cavity, which changes based on variation of the feedback
path [26, 27]. b) Macroscopic scale of the laser beam hitting the outer surface (sclera, iris) of the laser or the
retina of the eye.

To describe the basic sensing method of LFI sensors, the coupled-cavity model as shown in
Figure 4 a) is used. The laser with its cavity length Lint and laser round trip time τint emits coherent
light with an optical power P0 towards the eye’s surface. The laser hits the eye ball with an incident
angle γ and dependent on the reflectivity and absorption, summarized by r3, and the scattering
behavior of the tissue, a fraction of the emitted power Pf is backinjected in the cavity of the laser.
τext describes the round-trip time of the laser to cross the distance Lext . τext is given by the speed
of light c0 and the refractive index next inside the external cavity [43].

The backinjected wave interferes inside the cavity with the locally oscillating wave, which results
in a optical power modulation of the laser

P ′
0 = P0

(
1 +m · cos

(
ϕf b

) )
. (1)

The feedback power P ′
0 relies on the laser’s optical power P0, the modulation depthm and variations

of the feedback phase ϕf b . The photodiode inside the Bragg reflector measures a tiny fraction of
the optical modulated feedback power P ′

0 [43].
While scanning the surface of the eye region, two effects influence the modulated feedback

power P ′
0. The first effect is an amplitude modulation due to varying reflectivity r3 and scattering

behavior of the different parts of the eye, which influence the modulation depthm. According to
[3]m is given in a second order approximation by

m = 2 · kf · τp ·
(
ηi
ηd

− 1
)
+ kf · τint · (1 − F2)

( 1 + r 22
t22

)
. (2)

The feedback rate kf describes the normalized reflected field injection rate, τp the photon lifetime
and the fraction of ηi and ηd the differential efficiency between pump efficiency and quantum
efficiency of the cavity. F2 describes the fraction of total power which is coupled out of the front
mirror of the laser cavity. The mirror is further described by its transmitivity t2 and r2. The feedback
rate can be rewritten with respect to the three-mirror model by

kf =
t22

√
P0
Pf

r2
/τint with

√
P0
Pf

∝

√
r3
r2
. (3)
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Considering a constant transmitivity t2 and reflectivity r2 of the front mirror and a constant output
of laser power P0, the coupling factor is mainly affected by a variation of the power of backscattered
light Pf due to an increase of reflectivity r3 of the target and scattering behavior as shown in
Figure 4 b).
Figure 4 b) shows the macroscopic scale of a single laser beam reflected by the HOE for two

deflection angles of the micro mirror. The left beam position describes the beam hitting the outer
tissue of the eye (sclera, iris) where volume scattering effects dominate the overall scattering and
thus a rather low portion of light is backinjected into the laser cavity. The right beam position
describes the beam hitting the retina. In this case the lens of the eye focuses the laser beam onto
the retina and as the retina surface is dominated by Lambertian scattering [4], a large portion of
light is back scattered. This effect is also referred as red eye effect or bright pupil effect, which is
varying in severity across different human eyes [31].

The second effect which influences the modulated feedback power P ′
0 is given by the modulation

of the feedback phase ϕf b due to speckling effects. Speckling describes the additive superposition
of several backscattered signal components with random amplitude and phase. The sum of this
components leads to a random modulation of the phase ϕf b of the back injected light and in
particular whether constructive or destructive interference dominates the signal [13]. With respect
to the eye this effect is well known from optical coherence tomography (OCT) imaging, where the
signal from the retina is characterized by dark an bright speckle patterns [39].

3.2 Bright pupil detection

0 50 100 150 200 250
Intensity

b) c)

d)

a)
crop

background pdf
foreground
boundary

Fig. 5. a) Image of the scan area (bright area inside red box) on a person’s eye taken with an IR camera
looking directly through the HOE from the outside. b) Background: Modulated feedback power P ′0 measured
by the integrated photodiode of the LFI sensor over the scan area. Foreground: Histogram of the retinal area
pixel intensity distribution (green and grey) and the non-retinal area distribution (blue). c) Segmented bright
retinal area pupil pixels from b) using the intensity boundary (red dashed line). d) Multivariate Gaussian fit
of the retinal area pixels in c) with pupil center in blue and pupil contour in yellow.

Figure 5 a) shows the region of the eye, scanned by the LFI sensor. An IR camera looking directly
through the HOE from the outside towards the eye. The pupil appears bright when the IR laser
beam hits the retina during the 2D scan, also known as the bright pupil effect. This supports our
assumption that the reflectivity r3 as well as the scattering behavior changes and therefore changes
the coupling factor kf in presence of the retina, resulting in amplitude modulation according to
Equation (2). In particular, by integrating the photodiode into the back reflector of the laser cavity,
IR illumination and sensing element are perfectly aligned on axis to support the bright pupil effect.
In addition, the effect of speckling is clearly visible, leading to a normal distributed pattern of bright
and dark speckles.

To detect the location of the pupil and therefore track the eye for each full 2D scan the following
three steps are applied to each recording.
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Image reconstruction: The photodiode signal of the LFI sensor is sampled in equidistant time
steps t to capture the modulated feedback power P ′

0(t), while the MEMS mirror scans the laser beam
over the surface of the eye. To generate an image of the eye region, the modulated feedback power
P ′
0(t) and the mirror deflection angles αh(t) and βv (t) are sampled in the same equidistant time steps.

A series of samples (P ′
0(t),αh(t), βv (t)) are used to construct an image using the mirror deflection

angles as pixel coordinates (Ix ≈ αh , Iy ≈ βv ) on the HOE and the modulated feedback power P ′
0 as

intensity value (I (x ,y) = P ′
0) of the pixel. In Figure 5 b) in the background, a reconstructed image is

shown. The pupil appears in the center of the image as a bright pattern, marked by the red box.
Pupil segmentation: Similar to VOG-based eye-tracking sensors, segmentation of the pupil

is required to determine the pupil contour and center. To separate the retinal area pixels from
the non-retinal area pixels of the image, a histogram-based approach is used. In Figure 5 b) the
normalized histogram of the image is shown in gray and green, containing information about
both the retinal area and the non-retinal area. This histogram is overlaid by a second normalized
histogram (in blue), which includes only the first ten lines of the image and represents the non-
retinal area area probability density distribution (PDF)Nb (µb ,σb ), since there is no pupil in the first
ten lines of the image. To extract the retinal area and thus separate the pupil from the non-retinal
area , the intensity limit Ib (red dashed line in Figure 5 b)) is calculated by Ib = µb + σb based on
the non-retinal area PDF. Using this limit, the normalized histogram of the image is divided into
non-retinal area intensity values (gray) and retinal area intensity values (green).

Figure 5 c) shows a cropped area around the bright pupil pattern for illustration. The remaining
retinal area pixels are highlighted in green.

Pupil ellipse fitting: The segmented bright pupil pattern is given as a set ofpi tuples, containing
the pixel coordinates as well as the pixel intensity pi = (xi ,yi , P

′
0i ). To obtain the pupil ellipse

from this set of tuples, a multivariate Gaussian distributionNp
(
µp , Σp

)
is fitted using least squares

optimization. µp hereby represents the pupil center and the main components of the covariance
matrix Σp represent the horizontal and vertical axis of the ellipse representing the pupil contour. In
Figure 5 d), the resulting ellipse contour is annotated in yellow as well as the center of the ellipse
as a blue dot. A pupil ellipse is therefore given by Ei =

(
µp0, µp1, 3 · Σp00, 3 · Σp11

)
.

4 EVALUATION

1

2

3

45

6
7

Fig. 6. Laboratory setup to evaluate the proposed scanned LFI eye-tracking sensor. The left image shows the
laboratory setup from the perspective of a participant and the right image shows a participant inside the
setup.

Figure 6 shows the laboratory setup used to evaluate the scanned LFI eye-tracking sensor.The LFI
sensor component itself is based on an research prototype adapted from an optical communication

Proc. ACM Hum.-Comput. Interact., Vol. 6, No. ETRA, Article 140. Publication date: May 2022.



A Highly Integrated Ambient Light Robust Eye-Tracking Sensor 140:9

application where IR VCSELs with monitoring photodiodes in the back DBR are common. A detailed
description of the sensor component is given by Grabherr et. al. [14].
The glasses frame temple 3○ with the integrated laser module and the MEMS micro mirror

module 4○ is based on a modified BML500P [40], an optical microsystem developed for AR glasses.
The MEMS mirrors are used to scan the IR laser across the surface of the HOE, which is integrated
into a flat glasses lens 2○. The high transparency of the HOE allows a participant to sit in front
of the laboratory setup and look through the glasses lens towards a display 5○ on which stimuli
markers are displayed. The participant’s head is fixed in front of the HOE and the glasses frame
temple by a chin rest 1○ to minimize head movements that could lead to erroneous measurements.
In addition a Pupil Core V1 [20] is added to the setup. The world camera 6○ monitors the stimuli
markers on the display and an eye camera 7○ observes the participant’s eye from a bottom-up
perspective through the HOE. The mirror signals αh(t) and βv (t) as well as the interference signal
P ′
0(t) are captured in the setup by an oscilloscope.
The Lab setup complies according to IEC 60825-1 [1] regularization to a class 1 laser system

and therefore does not pose any risks to the eye. The optical power of the IR laser beam surface
was limited to an optical power of 142 µW on the eye’s surface, whereas the IEC 60825-1 allows a
maximum optical power of 778 µW for an 8-hour continuous emission to the retina.
The low required optical power is favorable to minimizes power consumption of our scanned

LFI eye-tracking sensor. Using off-the-shelf components, the power consumption of our system
is estimated roughly at 30mW. The main components contributing to the overall systems power
consumption are the transimpedance amplifier (TIA) (THS4567 10mW), which is used to amplify the
interference signal P ′

0(t) measured by the integrated photodiode, and the analog digital converter
(ADC) (MAX19191 with 15.3 mW). The gain of the TIA was set to 940 during the experiments. With
further integration, additional power reduction is expected. The estimated power consumption
is comparable to reported power consumption of other scanned IR laser eye-tracking sensors. In
example, [37] reported a power consumption of 15mW for their system. A major advantage of our
approach is that we reuse the existing MEMS micro mirror of the RGB projection similar to [15],
and therefore, did not require an additional scanner which would increase the power consumption.

4.1 Gaze accuracy
To evaluate the performance of the scanned LFI eye-tracking sensor and prove the robustness of
our approach, we conducted a study with 20 participants (4 female, 16 male, mean age 34 SD(10.83)).
The participant’s eye colors ranged from dark brown to blue-gray. Half of the participants required
vision correction ranging from +1 dpt to -2.75 dpt. Except for participant P14 who wore contact
lenses, participants did not wear vision correction during the study. None of the participants were of
Asian ethnicity, so the robustness of the effect of reduced bright pupil response in Asian populations
as reported by [31] was not tested. All participants gave their written consent after being informed
about the nature of the study.

During the study, participants sat approximately 0.6 m away from a 36" display and positioned
their head on the chin rest. To set the calibration and test marker coordinates, participants were first
asked to look straight through the HOE towards the display. Then, the center marker describing
the resting position of the eye at θ = 0 and ϕ = 0 was adjusted to align with straight gaze. After
setting the calibration and test marker coordinates, participants were asked to follow and fixate on
the stimuli markers on the monitor. In a sequence 9 reference markers (red crosses in Figure 7)
and 4 test markers (cyan crosses in Figure 7) are presented for approximately 5 seconds each
with three repetitions resulting in a total of 39 stimuli markers presented per participant. During
the experiment, scanned LFI data and images from the Pupil Core eye camera were recorded for
each marker location. For each point, the first and last second of recorded data were discarded
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Fig. 7. Results of the gaze accuracy experiment. Participants were asked to fixate the calibration markers
(red crosses) and the test markers (cyan crosses). The calculated mean gaze position per test marker and
participant is added as a colored marker. In addition, an arrow shows the correlation between the calculated
gaze position and the test marker.

to ensure that the participant had time to fixate on the next stimuli marker. In addition, scanned
LFI sensor images were discarded if no pupil was detected due to blinking. In the Pupil Core data,
detected pupil positions with a confidence < 0.8 are discarded in order to eliminate errors due to
blinking as well. The pupil core camera was placed 8 cm away from the eye, which is rather large.
To compensate the larger distance, the camera focus was tuned to receive sharp images at that
distance. To compensate accuracy losses due to the increased distance we reduced the camera angle
w.r.t. eye compared to a head worn configuration.

After data acquisition and cleaning of the raw data, the standard 9-point polynomial regression
algorithm is used to map the data from pupil position space to gaze angle space. The regression
algorithm was trained for each user individually and for both the scanned LFI sensor and the Pupil
Core VOG sensor separately. Figure 7 shows the mapped gaze points for each participant and the 4
test points for the LFI eye-tracking sensor.

To evaluate the scanned LFI eye-tracking sensor based on the captured data, we use the accuracy
as evaluation metric, which is defined as the average angular offset between estimated fixation
location and the corresponding marker position. In addition, we evaluate the precision, which
is defined according to [20] as the root mean squared (RMS) error between successive samples.
Table 1 summarizes precision and accuracy results of the study for the scanned LFI eye-tracking
sensor and the Pupil Core.
Our scanned LFI eye-tracking sensor achieves a mean gaze accuracy of 1.674◦, which is com-

parable to the accuracy reported by other scanned laser eye-tracking approaches e.g. the 1.72◦
reported by [17]. The accuracy of the Pupil Core is 0.232◦ lower compared to our approach. In
our experiments, we did not achieve the stated precision and accuracy of the Pupil Core, which
is to some extent due to our laboratory setup as the scanned IR pattern appears as a varying IR
illumination, which distorts the dark pupil tracking of the Pupil Core. The results of the study show
that the scanned LFI eye-tracking sensor is capable to track the bright pupil with a reasonable
accuracy.
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Table 1. Accuracy and precision of our approach and the Pupil Core eye tracker over all participants

Scanned LFI Pupil Core V1
Precision ◦ Accuracy ◦ Precision ◦ Accuracy ◦

P1 1.991 2.591 0.127 1.802
P2 0.438 1.976 0.172 1.935
P3 0.718 1.239 0.644 1.597
P4 0.587 0.982 0.778 1.585
P5 1.001 1.122 0.746 0.988
P6 1.661 1.792 0.925 1.542
P7 0.512 1.408 0.830 1.820
P8 0.743 1.623 0.974 1.990
P9 1.039 2.877 0.523 1.339
P10 0.905 2.408 0.411 1.616
P11 0.455 1.888 0.830 0.820
P12 1.011 1.082 0.775 0.875
P13 0.743 1.597 0.158 0.966
P14 0.960 1.211 0.892 1.026
P15 0.569 1.077 0.058 0.847
P16 1.733 1.812 0.106 1.126
P17 1.106 1.655 0.477 1.442
P18 0.685 1.951 0.459 1.371
P19 1.138 1.750 0.291 1.181
P20 0.914 1.446 0.791 2.427
Mean 0.945 1.674 0.548 1.415
Std 0.4162 0.5052 0.3014 0.4305

4.2 Ambient light robustness
A further requirement to eye-tracking sensors for consumer AR glasses is a robust operation under
variation of ambient light. To evaluate the ambient light robustness, our scanned LFI eye-tracking
sensor as well as the Pupil Core VOG sensor are exposed to different illumination sources, while
a participant was looking straight through the HOE such that the HOE and thus the parallel
laser rays were perpendicular to the eye. Figure 8 summarizes the results of this study. The first
row shows images taken with the Pupil Core V1 eye-tracking sensor using the pupil capture
software (V1.17.71) with default settings while the second row shows images captured with the
scanned LFI eye-tracking sensor. The last row shows a spectra of each illumination source captured
by an OceanOptics4000 optical spectrometer. In addition, we measured the optical power at the
wavelength of 850 nm on the eye’s surface as both the the Pupil Core eye-tracking sensor and our
scanned LFI eye-tracking sensor operates at 850 nm. The results are annotated in the second row of
the image.
The first lighting situation we investigated was a completely dark laboratory with no external

light sources. Under this condition, both sensors track the pupil as expected. The second lighting
situation we investigated is office lighting. Under this very controlled lighting condition, both
sensors also worked perfectly. Also under cloudy sunlight this condition, both sensors show stable
operation. In bright sunlight (Popt (850 nm) = 507 µW) the dark pupil appears only as a tiny dark
spot in the camera image, which is no longer robustly detected. While the VOG camera sensor
saturates, the scanned LFI eye-tracking sensor still is capable to robustly detect the bright pupil. As
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Fig. 8. Comparison of the Pupil Core V1 eye-tracking sensor and our approach with respect to ambient light
robustness. The first row shows images captured by the Pupil Core. The second row shows images captured
by our approach with annotated optical power of the light source at 850 nm and the estimated pupil diameter
from the pupil contour. The last rows shows spectrograms of the different light sources.

already a improved version of the VOG system (Pupil Core V2) is available, which we did not used
for the experiment, the image quality for the bright sun light condition might improve.
As final lightning condition, we used a halogen lamp, which is a broadband thermal radiator

with characteristically high intensity in the IR wavelength region. With a measured optical power
of 2.5mW at 850 nm the eye region was exposed by a five times higher intensity compared to
bright sun light. Even under this condition, the scanned LFI sensor is capable to detect the bright
pupil reliably, leading to an outstanding dynamic range of the scanned LFI eye-tracking sensor.
The observed high robustness to ambient light is in line with earlier work by [25].

5 DISCUSSION
To assess the quality of our scanned LFI eye-tracking approach with respect to the state of the art
of scanned IR laser eye tracking approaches and discuss the results and potential limitations, we
compare our approach with other scanned IR laser eye tracking approaches in Table 2.

Table 2. Comparison between different scanned IR eye tracking approaches and our approach

[37] [24] [17] Ours
Tracking method Corneal reflec-

tion
Dark Pupil tracking
on rasterized 2D im-
age

Corneal reflection
& Stereo image

Bright Pupil tracking
on rasterized 2D im-
age

IR Scanner 2D MEMS mirror 2x 1D MEMS mirrors 2D MEMS mirror 2x 1D MEMS mirrors
Accuracy >1◦ 1.31◦ 1.72◦ 1.67◦

Precision - 0.01◦ 0.0091◦ 0.945◦

Diag. FOV 35.35◦ 44.72◦ 16.97◦ 22.36◦

Power 15mW 11mW - 30mW
Sample rate 3300Hz 60Hz 4000Hz 60Hz

The works of Sarkar et. al. and Holmqvist et. al. differ from the work of Meyer et. al. and our
approach mainly with regard to the chosen tracking method. They track corneal reflections with a
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rather high sampling rate while the work of Meyer et. al. and our work rely on a rasterized 2D image
and tracking of either a dark or a bright pupil. All approaches are in the same range of absolute
gaze accuracy and power consumption. Furthermore, they are evaluated on a comparable diagonal
FOV. The main improvements in our work compared to the state of the art is the robustness of
pupil detection, which is extremely important for consumer AR glasses. By using the presented LFI
measurementmethod, the sensor is almost immune to ambient light. Due to the signal characteristics
of the bright pupil and the proposed algorithm, our approach overcomes several limitations of
VOG eye-tracking systems, as it is robust against eyelashes that interfere with the pupil, mascara
that causes false pupil detection and eyelids that partially occlude the pupil. In addition, the sensor
works independently of eye color and iris structure.

5.1 Sensor integration

a) b) c)

Fig. 9. Sensor integration of the scanned LFI eye-tracking sensor. a) shows a microscope image of the 160 µm
x 180 µm LFI sensing element on a coin for scale (blue arrow). b) Encapsulated optical module of the research
prototype composing of the LFI sensor as well as the beam shaping lens. The lens diameter is roughly 2mm.
c) virtual rotation of the MEMS scanner to the center of the FOV by the HOE to solve the off-axis integration
issue of VOG sensors

In addition to robust pupil detection, our approach can be fully integrated into AR glasses with
retinal projection, as the optical path of the IR laser uses the same optical path as visible light.
Moreover, the VCSEL as the optical transmitter and the photodiode as the optical receiver of the
LFI sensor element are highly integrated in a single chip, as shown in Figure 9 a). In combination
with the beam shaping optics a diameter of the optical module of below 2mm is possible (Figure 9
b)), allowing thus direct integration into the RGB laser module. Compared to other scanning laser
approaches, such as e.g. shown by [37], our setup does not require any components to be mounted
outside the spectacle temple or even in the spectacle frame. The use of an HOE allows us to virtually
rotate our MEMS scanner to the front of the glasses lens as shown in Figure 9 c). Images taken with
the scanned LFI eye-tracking sensor therefore appear as if taken from the perspective of a camera
viewing the eye centrally from the outside through the lens. Compared to VOG systems, this effect
is possible without any camera arms interfere with the users FOV. In addition, this perspective
allows covering the whole eye region and it is possible to track the pupil over a large FOV.

5.2 Power consumption
[37] estimated the power consumption of VOG camera sensors at 150mW, while our sensor
consumes only about 30mW, which is a significant improvement and allows real-time operation in
lightweight consumer AR glasses. In addition, our proposed pupil detection algorithm requires less
computationally intensive image processing steps to extract the pupil contour compared e.g. to the
Pupil Core algorithm [20]. As the output of our pupil detection algorithm is an ellipse contour E,
the power consumption to derive an absolute gaze vector e.g. by using a geometrical 3D model
approach as proposed by [41] is comparable to VOG eye-tracking systems.
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5.3 Glasses slippage
Amajor problem that causes eye-tracking sensor accuracy to degrade is the effect of glasses slippage
[32]. This issue also affects our sensor performance as we are working on image data. The impact of
slippage to our sensor might however be less significantly affecting our results as the camera axis in
our approach is close to the optical axis of the eye. Compared to the work of [24] we only capture
the bright pupil and do not gather further any information from the eye region. Thus slippage
compensation by tracking landmarks like the eye corners as introduced by [33] is not feasible. A
possible solution to achieve slippage robustness for our approach is to adopt the approach of [36]
to derive slippage robust features from a geometric 3D eye model, which we will consider and
evaluate as part of our future research.

5.4 Update rate, latency and motion blur
Due to the tight coupling of the optical path of the RGB projection and the IR path the update rate
is limited to 60Hz, which is compared to [37] and [17] rather low.A faster scanning MEMS mirror
would improve the update rate to some extend. However, since the diameter of the laser beam
determines the minimum required mirror diameter, mirror miniaturization is limited, resulting
in a maximum technically feasible scan frequency of 120Hz. Compared to VOG systems latency
is rather low as in our approach we capture images pixel by pixel, and therefore, the foreground
background segmentation can be performed in parallel to image capturing, leading to a latency
of 0.0166 s to calculate the pupil ellipse E. A camera sensor captures all pixels in parallel while
in contrast our system captures images sequential. Thus a fast saccadic movements of the pupil
during image acquisition can lead to elliptical distortions of the captured ellipse E.

5.5 Gaze angle dependency of bright pupil effect
The bright pupil effect appears only if both the illumination axis and the sensor axis are close to
each other. The scanned LFI system moves both the light source and the detector in parallel, leading
to a perfect alignment of both axes. However, a disadvantage of our system is the collimated nature
of the laser beam compared to a diverging IR light source. If the laser beam is not approximately
perpendicular to the retina due to the Lambertian scattering less light is back injected into the
laser cavity leading to a reduced bright pupil response. This effect is independent from external
illumination. A possible solution is to use a parabolic mirror function for the IR HOE which follows
the curvature of the eye.

6 CONCLUSION
In this work, we present a novel scanned LFI eye-tracking sensor approach, which is able to track
the pupil with high robustness. Compared to VOG sensors and other scanned laser approaches, we
highlight the outstanding robustness to ambient light and the high integrateability of our sensor
approach into retinal projection AR glasses. We introduced the sensing technology, derived the
physical foundations to describe the signal occurrence and propose a pupil extraction algorithm,
which is optimized for the bright pupil signal characteristics measured by our sensor approach.
To validate the accuracy of our scanned laser eye-tracking sensor we build a prototype using a
modified retinal projection AR glasses setup based on the BML500P, a retinal projection system.
Our eye-tracking sensor achieves a mean accuracy of 1.674◦, which is comparable to scanning

laser eye-tracking approaches e.g. by [17]. We further solve typical problems of VOG eye-tracking
sensors, e.g. the highly off axis integration of camera sensors by using an IR HOE to virtually place
the laser scanner in front of the participants eye.
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With the advancements especially in ambient light robustness and by the nearly invisible
integration of the eye-tracking sensor we pave the way for eye-tracking sensors to become standard
sensors for upcoming AR glasses, which will enable new application areas of eye-tracking e.g.
long-term gaze monitoring for early detection of mental disorders.
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