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Cybersickness (CS) is one of the challenges that has hindered the widespread adoption of Virtual Reality and its applications.
Consequently, a number of studies have focused on extensively understanding and reducing CS. Inspired by previous work
that has sought to reduce CS using foveated rendering and Field of View (FOV) restrictions, we investigated how the presence
and size of a static central window in peripheral FOV blurring affects CS. To facilitate this peripheral FOV blur, we applied
a Gaussian blur effect in the display peripheral region, provisioning a full-resolution central window. Thirty participants
took part in a three-session, within-subjects experiment, performing search and spatial updating tasks in a first-person,
slow-walking, maze-traveling scenario. Two different central window sizes (small and large) were tested against a baseline
condition that didn’t feature display peripheral blurring. Results revealed that the baseline condition produced higher levels
of CS than both conditions with a central window. While there were no significant differences between the small and large
windows, we observed interaction effects suggesting an influence of window size on “adaptation to CS.” When the central
window is small, adaptation to CS seems to take more time but is more pronounced. The interventions had no effect on spatial
updating and presence, but were detectable when the blurred area was larger (small central window). Lower sickness levels
observed in both window conditions supports the use of peripheral FOV blurring to reduce CS, reducing our dependence
on eye tracking. This being said, researchers must strive to find the right balance between window size and detectability to
ensure seamless virtual experiences.
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1 INTRODUCTION

Virtual Reality (VR) technologies have started to see the integration of their applications into the areas of gaming
[20], training [22], education [12], therapy [54], and so on. However, even with this continuous permeation of
VR into our lives, we are yet to see the technology’s widespread adoption. This may largely come down to the
issue of cybersickness (CS), which often accompanies VR usage as a side effect. Cybersickness, a malady like
motion sickness, is thought to occur when the brain receives mismatched sensory information about motion
from multiple senses [47]. These senses often include the visual and vestibular perceptual systems [50]. Other
cybersickness researchers adopt a different school of thought, positing that cybersickness is a consequence of
the body’s failure to maintain postural stability while experiencing new stimuli [49]. This is classically called
the “Postural Instability Theory,” and recent work on this front has shown that postural stability can predict
the likelihood of cybersickness in HMD-based virtual reality simulations [5]. While other theories such as the
“Poison Theory,” “Rest Frame Theory,” and so on, have offered explanations for the manifestation of motion
sickness, the “Sensory Conflict” and “Postural Instability” theories remain the most prominent in the research
community [48]. As such, in immersive virtual environments (IVEs), CS commonly occurs when the display
devices provide visual stimulation to the users wherein they perceive motion.

To minimize the disparity between visual and vestibular perception, high-frame-rate rendering techniques
and high-fidelity tracking systems have been adopted, thereby reducing cybersickness [13, 32, 45, 58]. However,
such approaches are not always accessible due to resource constraints. Besides, high quality tracking systems
are of little use when the physical space in the real world is limited. Another technique commonly used to reduce
CS involves reducing the perception of motion through vision. This has been achieved by simply decreasing the
users’ field of view (FOV) [19, 42], directly snapping moving frames [18, 37, 55], or by using full-screen blurring
[8]. While these approaches have successfully mitigated CS, research has shown that they can come at the cost of
users’ task performance and presence levels [6]. These trade-offs have often been attributed to the reduced scene
information available for perception [8, 18, 37, 55]. To avoid such compromises created by employing full-screen
visual effects, Nie et al. (2019) proposed the use of a partial blurring approach in a high-speed, race-car scenario
[41]. This study predicted users’ area of focus using a saliency map [40], and blurred the areas predicted to be
unattended to, whose size and location varied dynamically. Toward reducing CS, Carnegie and Rhee [10] adopted
a dynamic depth-of-field (DOF) approach, using the object at the center of the users’ FOV as the focus target.

While previous studies have focused on dynamically varying the blur region, limited work has explored how
the size of a static blurred region of the display periphery affects sickness, and if/how this manipulation affects
spatial task performance and presence levels within the IVE. Given that aspects like these are crucial to the VR
experience, it is imperative that we understand how they are affected in such scenarios. Furthermore, in compar-
ison to a dynamically varying blurred region, a static peripheral blurred region (fixed foveated rendering (FFR)
or peripheral FOV blurring), provides for a much simpler approach to reduce cybersickness, due to requiring no
additional resources apart from the rendered images. Additionally, by studying the effects of the size of static
blur regions, researchers can eliminate “varying size” as an extraneous influence that accompanies techniques
employing dynamic blurring toward the alleviation of CS.

Inspired by previous works that have sought to reduce cybersickness by leveraging blurring [8, 10, 41] and
dynamic FOV rendering [19], we aimed at determining how the manipulation of the size of the static foveal

ACM Transactions on Applied Perception, Vol. 17, No. 4, Article 16. Publication date: November 2020.


https://doi.org/10.1145/3419984

How the Presence and Size of Static Peripheral Blur Affects Cybersickness « 16:3

region (central full resolution window in FFR) affects sickness, and whether or not this manipulation has trade
offs associated with it. Toward this end, we empirically evaluated how two different central window sizes affects
CS when peripheral FOV Blurring is applied in a virtual maze scenario. Throughout this article, we use the
terms “static peripheral blurring,” “peripheral FOV blurring,” and “fixed foveated rendering” interchangeably to
describe a blurring technique that blurs out the display peripheral region that remains constant with respect to
the display screen of the head mounted display. Instead of blackening out the display periphery as done in FOV
restriction, peripheral FOV blurring involves blurring out the display peripheral region.

2 BACKGROUND AND RELATED WORKS
2.1 Cybersickness

Cybersickness is often described as the discomfort felt by users while experiencing virtual environments, fre-
quently marked by symptoms such as nausea, sweating, eye strain, dizziness, disorientation, and so on [33]. It
usually occurs when users are exposed to visual motion stimuli while remaining relatively stationary in the real
world, and is commonly referred to as visually induced motion sickness (VIMS) [30]. According to the “Sensory
Conflict Theory,” a conflict between the visual and vestibular sensory perceptual systems is created, wherein the
former suggests that one is in motion and the latter, otherwise [33]. The “Postural Instability Theory,” however,
argues that a reduced ability to control postural motion causes motion sickness. In general, VIMS can be seen
as a visually induced subset of motion sickness, commonly experienced when traveling in IVEs [23, 35]. The
exposure to visual motion stimuli produces a perception of self motion called vection, which is often linked to
VIMS, if not a prerequisite [31]. Given this relationship, it is possible to predict cybersickness through visual
aspects associated with vection such as optic flow rate, virtual motion velocity, and FOV [34, 43].

Questionnaires: The simulator sickness questionnaire (SSQ) developed by Kennedy et al. [28] is widely used
to evaluate the levels of cybersickness induced. The survey is administered twice in a pre and post fashion,
thereby allowing to estimate the change in sickness produced as a result of a simulation. The research commu-
nity has, however, shifted toward administering the SSQ only post test to avoid any possible priming effects.
This being said, a number of recent studies such as References [52, 53] continue to administer the SSQ both pre
and post test to ascertain the change in sickness produced from a measured baseline. The motion sickness sus-
ceptibility questionnaire (MSSQ) is a subjective questionnaire often used as a means of determining how likely
an individual is to experience motion sickness [21], and has recently been used as an exclusion criterion for
participants in CS studies [4].

Measuring Cybersickness during VR Experiences: The fast motion sickness scale (FMS) was developed to
measure cybersickness during stimulus presentation. This 20-point scale requires users to verbally report their
sickness levels periodically during the simulation, thus allowing for an in situ measure of cybersickness with the
added ability to capture its time course [29]. We used a shortened variant of this scale similar to those outlined
in References [52, 53].

2.2 Visual Interventions to Reduce Cybersickness

Several approaches, both loosely and tightly coupled with the visual characteristics of VR experiences, have been
employed to reduce cybersickness in the past. The former includes the use of high frame-rate rendering, high
quality tracking systems with reduced latency and tracking error, and so on [13, 32, 45, 58]. The latter, however,
focuses more on direct visual interventions to reduce CS, and our work seeks to contribute to this knowledge
base.

Direct visual manipulations that reduce vection can also reduce cybersickness. This has been achieved by de-
creasing the FOV (tunneling) [19, 42] or directly snapping moving frames [18, 55]. To snap frames, Farmani et al.
simply cut the rotational frames [18]. Other efforts have involved skipping or obscuring translational frames
by leveraging virtual teleportation [37, 55] and full-screen blurring [8]. While such efforts have shown promise
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in alleviating CS, they come with compromises that are concomitant with the full screen nature of these ma-
nipulations. These trade offs include reductions in spatial knowledge acquisition, efficacy of task performance,
presence levels, and so on [6, 37, 55]. To reduce such compromises, researchers have proposed the use of non
full-screen effects. Apropos of this, the authors of Reference [10] adopted a dynamic DOF approach to reduce
CS using the object at the center of the FOV as the focus target. Saliency map-based dynamic peripheral blur-
ring effects have also been used to reduce CS in a high-speed race car scenario [41]. With several modern VR
applications increasingly adopting lower travel speeds to reduce CS, it may be worthwhile to focus on scenarios
involving walking speeds. Other studies have also made use of non full-screen techniques toward CS reduction
by dynamically varying visual aspects [9, 19]. While such works involving dynamic blurring based on saliency
or depth may have successfully reduced CS, it is plausible that the varying size of the dynamic blurred region
may have influenced these observed effects. Since the blur region in such approaches is dynamically determined
and is subject to changes in size throughout the experience, there exists an extraneous influence of the changing
size of the blur region in alleviating CS. This influence of the size of the blurred region on cybersickness remains
relatively unexplored in fully immersive virtual experiences achieved using tracked head mounted displays. In
an effort to understand how this size of the blurred region affects sickness, we manipulated the size of a static full
resolution central window as an experimental factor in a fully immersive virtual experience involving peripheral
FOV blurring.

2.3 Peripheral Blur and Foveated Rendering

Foveated rendering (FR) is a technique that reduces GPU workload by devoting more of the rendering effort to
the foveal region, and leaving the non-foveal areas to be rendered in a lower resolution [44]. Peripheral Blurring
is one method of FR that blurs the peripheral region to reduce the image quality. FR usually involves an eye
tracking component that determines where the peripheral region is, but can also be implemented primitively
(FFR) without eye tracking, as in Reference [1]. The peripheral region can hence either involve the periphery
of the image that is fixed with respect to the display screen (display periphery) or the periphery of the retinal
visual field that is constant with respect to the eye but dynamic with respect to the display screen (retinal periph-
ery). Studies that involve FR, display and retinal peripheral blurring have been characterized by the intention to
both improve upon GPU performance, and reduce the detectability associated with them. Efforts on this front
have hence largely focused on implementing novel algorithms toward achieving improved system throughput.
Along these lines, a kernel-based log-polar mapping algorithm was designed to enable a parameterized trade off
between visual quality and rendering speed for FR [36]. Swafford and his colleagues proposed different qual-
ity degradation methods including reduced rendered pixel density, ambient occlusion, tessellation, and foveally
selective ray-casting toward examining how these techniques compare in GPU performance and user detectabil-
ity [51]. The potential benefits of peripheral blurring have been addressed by work conducted by Hillaire et al.
(2009), who introduced a model of dynamic visual blurring based on two types of blur effects, namely, depth
of field blurring (blurring of objects related to focalization) and peripheral blurring (blurring the periphery of
the field of view) . The authors developed a technique to automatically compute focal distance while provision-
ing temporal filtering of the focal distance toward simulating the phenomenon of accommodation [24]. They
were able to show that the activation of visual blur effects did not seem to impair gamers’ performance during
multiple sessions of a multiplayer first person shooter game played on a desktop. Furthermore, it was observed
that users prefer peripheral blurring being added, because they felt that it increased the realism associated with
the experience. This work, however, did not probe into the impact of peripheral blurring on cybersickness in
fully immersive virtual experiences achieved using tracked head mounted displays thus opening an avenue for
research that we intended to pursue.

The literature has remained relatively silent on the effects of the size of the foveal/peripheral blur region on
cybersickness. Nevertheless, studies in this realm continue to concentrate on how noticeable and preferable
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Fig. 1. (a) Virtual maze layout with predefined traversal path. (b) Spatial orientation task trial using target objects.

different peripheral window sizes are, toward coming up with threshold values of the sizes that users tolerate
most. Weier et al. (2016) adopted different foveal region sizes and discovered that users cannot reliably differen-
tiate between full and foveated rendering when foveal regions are larger than 10° [56]. Hsu et al. [26] evaluated
the detectability of foveally rendered images with different central window sizes and peripheral resolutions.
They found that the participants barely noticed the presence of FR when implemented with an eccentricity of
7.5°+ and a peripheral region resolution of 540p+. Other work has shown that users can tolerate up to 2x larger
blur radius before detecting differences from a non-foveated ground truth [44]. While Oculus Go [1] employs
fixed foveated rendering with a static foveal region, little is known about the effects of the size of this foveal
region on aspects of the virtual experience.

As such there is limited work that has explored the role of foveal region size on cybersickness in IVEs. We
attempt to bridge this gap by examining how the presence and size of a static, blurred display-peripheral re-
gion (therefor a static central window) in peripheral FOV blurring affects CS and other aspects associated with
immersive virtual experiences.

3 SYSTEM DESCRIPTION
3.1 Equipment and Virtual Environment

To build the virtual environment for our study, we used a commodity HMD, HTC Vive Pro,! and a computer
equipped with an Intel i7-8700 processor, 32 GB of RAM, and an NVIDIA RTX 2080 graphics card. The HTC Vive
Pro HMD had an FOV of 110° with a frame refresh rate of 90 Hz. The HTC Vive controllers were used to move
around and perform tasks in the IVE.

We built a 20 x 20 block (40 X 40 m) maze (Figure 1(a)) using the Unity game engine’s assets and meshes.
Realistic textures and shaders were applied to increase both the realism and optic flow associated with the scene.
The maze contained object models that were used in the tasks described in Section 4.3.

Participants could translate and rotate within the IVE using the HTC Vive Controller. This was programmed
to afford rotation at 18°/s and translation at a maximum speed of 0.9 m/s, resembling real world walking speeds
[14]. Participants were also free to move and rotate their heads during the simulation, allowing them to observe

http://www.vive.com/us/product/vive-pro.
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details when in motion. A predefined path was constructed by sequentially placing 100 red balls along a specific
path in the maze. Participants moved along this path, locating and collecting each ball one after another. They
were seated on a fixed chair during the experience, thus increasing visual-vestibular mismatch. On average, it
took between 15 and 20 minutes to completely traverse the maze.

3.2 Peripheral FOV Blur

We generated a peripheral blur effect by applying a Gaussian blur filter in the display peripheral region [44], and
provisioned a central image area with full resolution. We call this central non-blurred area, the central window.
This is similar to the foveal region in fixed foveated rendering. To avoid any possible perceptual/CS effects
associated with dynamically varying central window positions, we fixed the central window at the center of
the FOV, just like how fixed foveated rendering is implemented in the Oculus Go [1]. As mentioned earlier, the
image inside the central window was displayed with the original resolution (615 PPI) as provided by the Vive
pro headset. The resolution of the image outside the central window was reduced by applying a Gaussian blur
filter of kernel size 13. There hence was little to no reduction in the frame rate due to our visual effect simulation.
Given that the frame rates under different conditions were almost identical (110 fps), there was no differential
influence of frame rate on cybersickness across the experimental conditions.

We additionally used a soft-edged resolution restrictor to avoid distraction caused by the hard-edged cutouts
between the blurred and non-blurred regions. As shown in Figure 2(a), the restrictor had an inner and outer
circle. For pixels between the two circles, the kernel size of the Gaussian filter linearly decreased from 13 (outer
circle) to 1 (inner circle). Within the inner circle (central window), no blurring was applied.

4 EXPERIMENT DESIGN

4.1 Research Questions

We specifically aimed at answering the following research question: “How does the size of a static full resolu-
tion central window with peripheral blurred outer regions, affect cybersickness in IVEs?” Downstream
of this, we were interested in observing if the window size affects spatial knowledge acquisition and presence
levels associated with the virtual experience. We operationalize cybersickness, spatial knowledge acquisition
and presence using measures described in Section 4.6.

4.2 Experimental Conditions

In pursuit of our research interests, we conducted a three-session within-subjects study manipulating the size
of the central window across three experimental conditions: (1) Normal Viewing (NV) (no peripheral blur effect
applied to image); (2) Large Window (LW) (large full resolution central window); (3) Small Window (SW) (small
full resolution central window). See Figure 2. Each session was conducted on a separate day leaving a one day
gap between two consecutive sessions. Since we blurred the peripheral region outside the central window, a
larger central window implies a smaller blurred region and vice versa.

The sizes of the central windows used in this study were determined based on previous detectability works
[26, 56], and the distribution of gaze amplitudes [17]. Table 1 lists details associated with the central window
sizes, and Figure 2 depicts the scene in the three conditions. To counterbalance for any possible occurrences of
order effects, we had six different condition orders, each of which was a permuted order of the three conditions.
The position of the central window was fixed at the center of the image in all conditions. All three conditions
featured the same virtual scene.

4.3 Tasks

We designed two tasks in the IVE: a search and a spatial orientation task. The search task was used to guide
participants through the maze along a predefined path, while the spatial orientation task was used to measure
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Fig. 2. (a) Soft-edged resolution restrictor. (b) Virtual scene without peripheral blur, and (c, d) Virtual scene with different
central window sizes.

Table 1. Size Sets of Central Window

Radius of the central window

Inner circle

Outer circle

Screen size ratio 0.1 0.3
Small Pixels per eye 114 * 160 432 * 480
Visual angle 15 30
Screen size ratio 0.17 0.37
Large Pixels per eye 245 * 272 533 * 592
Visual angle 28 35

spatial knowledge acquisition. Both tasks also served to engage participants. Participants had to perform the
spatial orientation task while they were guided through the maze. To lower cognitive workload, we made the
tasks simple and confirmed this through pilot studies. The details of each task are discussed below:

Search Task: Participants were told to locate and collect red balls that would appear in the maze, by touching
them with the controller. At any given time, there was only one ball in the scene. Upon collection, the ball
disappeared and another ball was spawned nearby, making it easily discoverable. A total of 100 red balls were
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sequentially spawned at predefined positions along a predefined path, thereby guiding participants through the
maze.

To keep the visual stimuli consistent across conditions, we used the same predefined path in all conditions
(Figure 1(a)). However, this path was reversed (opposite direction) between sessions to ensure that no two con-
tinuous sessions had the same exact path. The path was designed to make participants perform rotations and
translations in the maze, and to induce cybersickness through their virtual movements. From both the pilots
and our formal study, the majority of participants reported that they could hardly remember the path they had
experienced in their previous session(s). This was likely due to the one-day-break between sessions, which was
employed to eliminate any possible learning or carry over effects.

Spatial Updating Task: A spatial updating task was introduced to measure participants’ spatial knowledge
acquisition [55] and to induce more rotational movements. This task included 20 trials. Every trial involved one
object that would appear in two different locations in the maze, and at two distinct times (see Figure 1(b)). The
object was first spawned at a particular location, highlighted in yellow. Participants made note of the object
and its location, because they had to recall and point toward this location when they encountered it again later
at a different location in the maze (this time highlighted in blue). An audio clip was invoked when subjects
encountered the object for the second time (highlighted in blue), asking them to point toward the location where
they first saw the object (highlighted in yellow). It was ensured that the number of turns between the first and
second appearance of the object was less than 4, making it reasonable enough for trials to transpire within
minutes. Furthermore, to reduce the cognitive load associated with memory, it was ensured that no two trials
overlapped. A total of 20 different objects were used for the trials, all of which were spawned along the predefined
traversal path described earlier.

4.4 Participants

We recruited 35 participants for this Institution Review Board (IRB)-approved study. Their ages ranged from
19 to 27 (average age = 22.7 years). Most of the participants were college or graduate students who majored in
engineering or sciences. All participants had normal or corrected to 20/20 vision. Participants with less than 6 h
of sleep prior to the experiment were excluded from participating in the study. Individuals that indicated any
feelings of fatigue and body pain were also excluded. After exclusion, we had a total of 30 participants (15F,15M).

4.5 Procedure

In each session, participants were greeted and asked to read and sign a consent form (informed consent) upon
arrival. After consenting to participate in the study, participants filled out a demographics questionnaire that
included information about their backgrounds and experience with VR, 3D movies and video games. Following
this, they were administered the motion sickness susceptibility questionnaire (MSSQ) [21] after which, they were
briefed about the experiment and the tasks that they were required to perform. In a training phase, they were
then acclimated to the VR interaction metaphor. This training, however, took place in the real world (not in
VR) to avoid any carryover effects of cybersickness that could have surfaced through a VR training phase. Each
subject was then randomly assigned to one of the six condition orders, and one of the two path directions (default
path and its reverse), which have been described earlier. Each of the three sessions (one condition per day) was
conducted on a separate day with a one-day break between sessions in a manner similar to References [15, 16].
We describe the procedural sequence in each session below:

(1) In each session, subjects first filled out a pre-experiment simulator sickness questionnaire (S5Q) [28].

(2) Following this, participants were seated on a fixed chair and were free to move and rotate their heads and
shoulders arbitrarily. They were, however, instructed to remain seated during the course of the VR expe-
rience and had to move and rotate virtually with the aid of the controller. To avoid priming participants,
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the instructions did not mention anything about the simulation making them sick. However, they were
told that they could quit at any time.
(3) Participants were also instructed to verbally report their levels of physiological discomfort on a ten point
scale whenever they heard an audio clip question that was played by the simulation, in a manner similar
to References [19, 52, 53]. This audio clip question was automated to play every two minutes, and was
phrased as follows: “On a scale from one to ten, where one represents most comfortable and ten represents
most uncomfortable, how do you feel?”
Following these instructions, participants began the simulation where they had to travel in the virtual
maze, completing the search and spatial orientation tasks. The simulation ended when participants got sick
and could no longer continue (verbal indication or reported comfort score of 10) or when they completed
both tasks.
(5) After the simulation, subjects filled out the SSQ [28] again, the Igroup Presence Questionnaire (IPQ) [27],
and engaged in a semi-structured interview that probed into details associated with the simulation, and
ended with debriefing. The end of the interview marked the end of the session.

“

~

4.6 Measures

4.6.1 Cybersickness. We used two measures to assess the levels of cybersickness induced. The first was the
computed difference scores between the Post and Pre instances of the SSQ questionnaire described in Refer-
ence [28]. Our second measure of cybersickness involved periodic verbal reports of a 10-point-scale-based score
of discomfort that was obtained from the participants every two minutes during the simulation. This provided a
means to ascertain cybersickness trends within a session using a repeated measure as done in References [52, 53].

4.6.2 Task Performance. To explore how the size of the central window affects participants’ performance on
spatial knowledge acquisition in the IVE, we measured the following:

Search time: The time interval between a participant collecting two red balls.

Error in spatial updating: When the spatial updating task (see Section 4.3) was being performed, we recorded
each participant’s pointing vector and the ground truth vector to the actual target location (highlighted in yel-
low). The angular difference between these two projected vectors (the pointing and ground truth vectors) is
defined as the error in spatial updating (see Figure 1(b)).

4.6.3 Presence. To measure the levels of presence experienced during the simulation, we used the IPQ pres-
ence questionnaire [27].

4.6.4 Subjective Perceptions across Sessions. We conducted semi-structured interviews after each session in
an effort to qualitatively understand how participants experienced and perceived the different conditions. We
intended to uncover both participants’ perceptions of the images in the conditions as well as any differences
they may have noticed between sessions. After the third session, the interview included a question that asked
participants to compare their experiences across sessions. We made sure to avoid mentioning anything related
to the visual manipulations performed to prevent participants from being primed. The interviews allowed us to
ascertain if subjects noticed anything “out of the ordinary” in each condition.

5 RESULTS

We discuss the results of our analyses in this section. With the possibility of participants adapting to the stimuli
over different sessions, we included the order of the sessions as a factor in our statistical analyses.

5.1 Discomfort Score

To analyze discomfort, we plotted participants’ discomfort scores at different times during the sessions. Some
participants terminated the session early, indicating a discomfort score of 10 (Figure 3(a)). The number of
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Fig. 3. (a) Average discomfort score trends for each condition. Error bars represent 95% confidence intervals. Data points
indicate completion/termination of session. (b) Average discomfort trends for each session.

Table 2. The Mixed Model ANOVA Results at Each Time Point We Recorded the Discomfort Score

Time Point t t t3 ty ts ts t7 13 Ly tio i iz

Condition NS NS NS NS NS NS NS NS NS NS NS NS

F=5813 |F=5.266 |F=4.218 [F=3.463 |F=3.616 |F=3.766 |F=4.889 |F=5.265 |F=7.382 |F=7.190 |F=7.515 [F=7.515
Session® | p=0.004 |p=0.007 [p=0.018 [p=0.03 |p=0.031 |p=0.027 |p=0.009 [p=0.007 |p=0.001 |p=0.001 |p=0.001 [p=0.001
n?=0.121 | n?=0.101 | 7> =0.086 | n*>=0.071 | n*>=0.074 | n?=0.078 | n>=0.095 | n®> =0.101 | 5*>=0.134 | n?=0.130 | n*=0.135 | n*> =0.135

Condition” F =2.526 F =3.075 F =3.048 F=3.132 F =3.132

x NS NS NS NS NS NS NS p=0.046 | p=0.020 |p=0.021 |p=0.018 |p=0.018
n?=0.097 | p*=0.112 | > =0.110 | p* =0.112 | > =0.112

Session

a: F = F(2, 81), b: F = F(4, 81), NS: no significant difference.

discomfort scores sampled from each participant was hence different, requiring us to use the last reported score
for the remaining samples if any. The duration of the longest session was 24 min, implying there were 13 dis-
comfort score samples (including the zeroth sample).

5.1.1 Discomfort Score at Each Time Point. The discomfort scores with different conditions were averaged at
each time point we recorded them. We applied a mixed model ANOVA at each time point to investigate the effect
of condition (within-subject factor) and session order (between-subject factor) on discomfort score. As shown in
Table 2, there was no significant main effect of condition on the discomfort scores. A significant main effect of the
session order from times t; to t;; was observed. Additionally, a significant interaction effect between condition
and session order from times tg to t;; was found. Except for times #5 and t,, Bonferroni pairwise comparisons
revealed that the discomfort score in Session 3 was significantly lower than in Session 1, p < 0.05.

We conducted a block analysis to look into the interaction effect from times tg to ;5. In the NV condition
(Figure 4(a)), there was no significant difference between sessions. In the LW condition (Figure 4(b)), the discom-
fort profile of Session 1 grows faster than Sessions 2 and 3. Tukey’s HSD tests showed that the discomfort score
in the LW condition at time to in Session 1 (M = 10.0, SD = 0.00) was significantly higher than the same in Ses-
sion 3 (M = 7.3, SD = 2.54). In the SW condition (Figure 4(c)), the discomfort profile of Session 3 was lower than
Sessions 1 and 2. Tukey’s HSD pairwise comparisons revealed that for the SW condition from times 5 to t;2, the
discomfort scores in Session 3 were significantly lower than both Session 1 (p < 0.01) and Session 2 (p < 0.05).
In Session 3, from times fg to t1,, the discomfort scores were significantly lower in the SW condition than in the
NV condition (p < 0.05).
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Fig. 4. Average discomfort score trends over sessions for each condition.

Table 3. Logarithmic Regression Model Predicting
Discomfort Score

Predictor B SE t p-value
Intercept 0.976 | 0.383 - -
Condition —0.368 | 0.085 | —4.308 | <0.001***
Log(Time) 2.613 | 0.147 | 17.760 | <0.001***
Condition X Time 0.016 | 0.008 2.037 0.041%

*p <0.05*:p <0.01, " p < 0.001.

Table 4. The Emmeans Difference Table for Pairwise
Comparison of the Regression Result in Table 3

emmean | SE t p-value
NV - LW 0.538 0.171 | 3.147 0.004**
NV - SW 0.736 0.171 | 4.309 | <0.001***
LW - SW 0.198 0.171 | 1.161 0.476

*p < 0.05, " p < 0.01,**: p < 0.001.

5.1.2  Regression Models of Discomfort Score Growth. Multiple regression analysis was used to determine if
the slopes and intercepts differed between viewing conditions on the predicted discomfort scores. Multiple re-
gression has been preferred in experiment protocols in which we need to predict a continuous dependent variable
(discomfort scores) from both a continuous independent variable (time), a categorical variable (condition), and
the interaction between the two, in a manner similar to References [15, 16, 38]. Also, slopes and intercepts given
by the regression techniques are more useful than other descriptive statistics, such as session means and signed
errors, as they describe the function that predict the participants’ indicated discomfort from time and condi-
tion. We adopted linear, logarithmic, and logistic regression to fit a model for discomfort score, using conditions
(codedas1=NV,2=LW, 3 =SW) and time (measured in minutes) as predictors.

Entire session: Based on the R? value and the S.E. of the estimate, the logarithmic model was chosen as the
best-fit regression model. A significant regression equation was found (F(3, 1166) = 457.5, p < 0.001), R? = 0.541
and S.E. = 2.385. The predicted discomfort score was equal to:

0.976 - 0.368 (CONDITION) + 2.613 (log(TIME)) + 0.016 (CONDITION X TIME). See Table 3, Figure 5(a).
The time of interaction effect was centered. Pairwise comparisons with the estimated marginal means (emmeans)
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Fig. 5. Predicted discomfort curve of (a) entire session and (b) beginning phase with the best-fit regression model.

Table 5. Linear Piecewise Regression Model Predicting Discomfort
Score at the Beginning Phase

Predictor B SE t p-value
Intercept 1.258 | 0.404 - -
Condition —0.373 | 0.102 | —3.641 | <0.001***
Log(Time) 0.617 | 0.048 | 12.683 | <0.001™**
Condition X Time | —0.033 | 0.022 | —1.468 0.142

*p <0.05 " p <0.01, " p < 0.001.

Table 6. The Emmeans Difference Table for Pairwise
Comparison of the Regression Result in Table 5

emmean | SE t p-value
NV - LW 0.453 0.205 | 2.205 0.071
NV - SW 0.747 0.205 | 3.639 | <0.001***
LW - SW 0.294 0.205 | 1.434 0.324

*p <0.05*:p <0.01, " p < 0.001.

are shown in Table 4. The differences between NV and the other two conditions were significant. However, there
was no significant difference between LW and SW, indicating that peripheral blurring reduced cybersickness.
Beginning phase: We sampled discomfort scores from times ¢, to ¢t; and adopted piecewise regression to
find a best-fit model of the beginning phase of the session. A significant linear regression model was found
(F(3,716) = 304.8, p < 0.001), R? = 0.560, S.E. = 2.247. The predicted discomfort was equal to:
1.258 — 0.373(CONDITION) + 0.617(TIME) — 0.033(CONDITION X TIME). See Table 5 and Figure 3(b). Pair-
wise comparisons with emmeans revealed that the SW condition was significantly different from the NV condi-
tion (Table 6).
To investigate adaption to CS over session, we fit the regression models with conditions, order of sessions, and
time as predictors. The logarithmic model was chosen as the best-fit model and a significant regression equation
was found (F(7,1162) = 250.6, p < 0.001), R?=0.601, S.E.=2.162. The predicted discomfort score was equal to:
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Table 7. The Logarithmic Regression Model Predicting Discomfort Score,
Considering the Effect of Session Order

Predictor B SE t p-value
Intercept 0.755 | 0.601 - -
Condition 0.962 | 0.210 4.564 | <0.001***
Session 0.533 | 0.210 2.529 0.011*
Log(Time) 2.242 | 0.172 | 13.019 | <0.001***
Condition X Session —0.664 | 0.097 | —6.811 | <0.001***
Condition X Time 0.076 | 0.013 5.734 | <0.001***
Session X Time 0.047 | 0.013 3.557 | <0.001***
Condition X Session X Time | —0.041 | 0.007 | —5.513 | <0.001***

*p <0.05*:p < 0.01, " p < 0.001.
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Fig. 6. Delta SSQ broken by (a) condition, (b) session, and (c) condition and session. Error bars represent 95% Cl. “**” denotes
p < 0.01.

0.755 + 0.962(CONDITION) + 0.533(SESSION) + 2.242(log(TIME)) — 0.664(CONDITION X SESSION)+0.076
(CONDITION X TIME) + 0.047(SESSION x TIME) — 0.041(CONDITION x SESSION X TIME). See Table 7.
Significant interaction effects revealed an influence of condition on adaptation to CS over sessions.

5.2 Delta between Pre- and Post-SSQ Scores

We computed difference scores in the SSQ to determine the amount of CS induced; i.e., Delta-SSQ = Post-SSQ —
Pre-S5Q. Using a mixed model ANOVA, we observed that there was no significant main effect of condition
or session order. However, we found a significant interaction effect between them, F(4, 81) = 3.887, p = 0.006,
n? = 0.158.

We conducted a block analysis looking into the interaction effect of session order and condition. Tukey’s HSD
pairwise comparisons revealed that in the LW condition, the Delta-SSQ score in Session 3 (M = 22.33, SD =
14.99) was significantly lower than in Session 1 (M = 56.67, SD = 23.85), p = 0.003 (see Figure 6(c)). However,
no significant differences were observed in the NV and SW conditions. With regards to conditions with same
session order, Session 1’s Delta-SSQ scores in the LW condition (M = 56.67, SD = 23.85) were significantly higher
than the NV condition (M = 25.60, SD = 16.32), p = 0.003.
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5.3 Number of Early-Termination (ET) Participants

The number of participants that terminated early was lower in Session 2 (19/30 users) and Session 3 (13/30 users)
than in Session 1 (27/30 users). This seems to suggest that frequent exposure to the same scenario may be useful
in reducing CS, but more research is needed to confirm this.

5.4 Task Performance and Presence

There were no significant effects found on the average search time of objects, accuracy of spatial updating, and
the presence scores.

5.5 Interviews

The data from our interviews shed some light on users’ perceptions of the conditions. While about half of the par-
ticipants indicated that they perceived differences in the image quality across sessions, they were not, however,
able to pinpoint and explain what exactly those differences were. Only a few of these participants were confident
of what they felt those differences were. Nevertheless, several of these participants commented that they noticed
something different with the image quality in the SW condition. This observation was not as pronounced in the
LW condition, suggesting that small central windows are more detectable than larger ones. This is likely because
the smaller central window had a larger peripheral blur region. Overall, most participants preferred the SW and
LW conditions that had central windows more than the NV condition, likely owing to discomforts caused in the
NV condition.

6 DISCUSSION

The statistical analyses pertaining to the discomfort scores across entire sessions (Table 3) revealed that there
was a significant effect of condition on discomfort scores. Moreover, the pairwise comparisons listed in Table 4
seem to suggest that the introduction of a static central window reduces the sickness experienced regardless
of whether the window is small or large. However, we observed no difference between the small and large
windows in terms of their effects on sickness, suggesting that the size of the central window does not seem to
affect sickness for the two sizes tested in this study. From these results, it seems that the introduction of a static
central window with blurred display peripheral regions reduces CS. This aligns with work that has shown that
peripheral blurring reduces CS [8], and possibly occurs because vection is stronger when produced by visual
stimuli in the peripheral area compared to the central visual area [25]. Moreover, eye gaze behaviors differ in
IVEs rendered with foveated and fixed FOV restrictors, wherein the latter confines users’ eye gaze to the center
of the FOV, possibly explaining why both central window conditions in this study produced lower levels of CS
[2]. The analysis of the discomfort scores obtained during beginning phase before participants terminated (see
Tables 5 and 6), revealed that there was a significant difference between the discomfort scores reported in the
NV and SW conditions. It was found that a small static central window was associated with slower increases in
sickness when compared to a visual scene rendered without any peripheral blurring (NV). This can be observed
in Figure 5 as the beginning phase is marked by linear profiles followed by which the curves tends to plateau.
The analyses carried out in this study led to some interesting findings on adaptation to cybersickness. We
found significant interaction effects between condition and session order on the computed Delta SSQ scores as
well as the discomfort scores. From the SSQ results (Figure 6(c)), we observed that the LW condition exhibited
trends showing significant reduction in sickness levels over sessions. This trend, however, did not occur in the
NV condition. A sort of similar pattern was observed in the curve profiles of the discomfort scores (Figure 4),
where the LW condition was associated with significantly higher sickness scores in the first session compared
to other two sessions. Additionally, we observed that the curve profile of the third session in the SW condition
was considerably lower than that of the first and second sessions. Taking these results together, it seems that
introducing static central windows (FFR) could help improve users’ adaptation to CS. With respect to window
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size, we observed that adaptation takes place early when the central window is large, but happens later and
stronger when the central window is small. Overall, these findings seem to indicate the possibility of an influence
of the central window size on users’ adaptation to CS over sessions. However, more work is needed to thoroughly
investigate this phenomenon.

With respect to spatial updating, our data revealed that central window sizes had no significant effect on
pointing errors and search times. However, from a sickness perspective, this yields a rather interesting take-
away. Using our static peripheral FOV blurring technique, we were able to successfully mitigate CS without any
reduction in the levels of spatial awareness and presence. These results address concerns discussed by Reference
[55] who showed that skipping translation frames can reduce CS while inadvertently trading off spatial knowl-
edge accuracy. In contrast to Reference [55] that employed jumping as the travel metaphor, our work involved
users traveling at slow walking speeds with continuous control over their self motion. It is hence possible that
our virtual scenario was conducive to accurately perceive space due to the simplicity of tasks and the virtual
travel metaphor employed. This aligns with work showing that the mode of locomotion affects spatial aware-
ness [7, 11, 37]. Furthermore, it seems to be the case that the peripheral FOV blurring technique used in this
study did not significantly remove information relevant to spatial localization. This could help explain why no
differences were found between the conditions with respect to spatial updating. Since this technique involves a
blurred display periphery, it still preserves and presents information needed for spatial updating. The same, how-
ever, cannot be said of FOV restriction techniques where the display periphery is blackened out, thus removing
information relevant to spatial localization. This may be a reason as to why some studies such as [3, 39, 46, 57]
have found FOV restriction to negatively impact spatial navigation and performance in virtual environments.
There hence may be merit in employing peripheral FOV blurring toward the reduction of CS without negatively
impacting spatial updating.

It may be useful for VR developers to consider static peripheral blurring when creating applications that in-
volve repetitive tasks like those used in therapy, training, exploration, and so on. In the debriefing interviews, we
found that a considerable number of users noticed reduced image quality when a small central window was used,
making it important for researchers to find the right balance between central window size and detectability, in
their pursuits of CS reduction. Determining this sweet spot can hence allow researchers to conduct controlled
studies involving window manipulations without affecting users’ spatial knowledge, presence, and perceptions
of image quality. The data from the interviews also revealed that subjects preferred conditions that featured
peripheral blurring and this is consistent with results obtained by Reference [24] who reasoned that increased
realism was a likely cause for this observation. We believe that this preference for the addition of peripheral
blurring could additionally be explained by the lower amounts of sickness experienced as a result of this in-
tervention. However, the tolerance for blurring the display periphery may be contingent on the type of task
involved in the virtual experience. For instance, in a first person shooter game, a heightened attention to the
periphery could be an inherent aspect of the experience that determines how well users perceive the experience,
and how successful they are at performing the tasks involved. In such scenarios, peripheral FOV blurring need
not be tolerated to the same degree as in experiences like the one employed in this study, wherein attention
to the periphery may not be as crucial. While Hillaire and his colleagues found no such negative effects of pe-
ripheral blurring in desktop virtual experiences, more work is required to determine if the same holds in the
context of fully immersive virtual environments achieved using tracked head mounted displays. Our work also
serves to show that static peripheral blurring can help in alleviating CS without the need for resource-intensive,
gaze-contingent eye tracked components.

7 CONCLUSION AND FUTURE WORK

In this work, we examined how the size of static central windows with peripheral FOV blurring affects CS in a
slow-walking virtual maze scenario. Using a three session within subjects design, we empirically evaluated the
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effects of two central window sizes (small and large) on CS compared to a baseline condition with no peripheral
blurring. Results revealed that the baseline condition produced higher levels of sickness than either condition
involving a central window. While we observed no significant differences between the two central window
sizes, we found significant interaction effects suggesting an influence of window size on adaptation to CS. Large
central windows can lead to early adaptation to CS, while small windows seem to have a delayed but stronger
effect. Interestingly, users’ spatial awareness and presence levels were not affected by the intervention, thus
supporting the use of this technique toward reducing sickness without having to compromise the VR experience.
The lower levels of CS observed in the experimental conditions shows promise for the use of peripheral FOV
blurring, without resource intensive eye tracking, toward the reduction of both GPU workload as well as CS.
In future work, we aim to investigate how the geometry (shape) of the central window affects CS. Specifically,
our immediate interests lie in comparing [1]’s rectangular central window against the circular windows used
in this study. We also wish to probe into understanding the longitudinal effect of adaptation to cybersickness
and further investigate this phenomenon across different window sizes by altering our experiment protocol to
involve repeated exposures to the same condition (over multiple sessions) in a between-subjects design. This
would allow us to more thoroughly investigate how subjects differentially calibrate to sickness based on the
amount of blur applied to the rendered images. Our long terms interests in this line of work (static peripheral
blurring) lie in understanding the interplay between the position, size, and geometry of the central window in
reducing CS.
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