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ABSTRACT
Sounds provide vital information such as spatial and interaction
cues in virtual reality (VR) applications to convey more immersive
experiences to VR users. However, it may be a challenge for deaf or
hard-of-hearing (DHH) VR users to access the information given
by sounds, which could limit their VR experience. To address this
limitation, we present “SoundVizVR”, which explores visualizing
sound characteristics and sound types for several types of sounds in
VR experience. SoundVizVR uses Sound-Characteristic Indicators
to visualize loudness, duration, and location of sound sources in
VR and Sound-Type Indicators to present more information about
the type of the sound. First, we examined three types of Sound-
Characteristic Indicators (On-Object Indicators, Full Mini-Maps
and Partial Mini-Maps) and their combinations in a study with 11
DHH participants. We identified that the combination of Full Mini-
Map technique and On-Object Indicator was the most preferred
visualization and performed best at locating sound sources in VR.
Next, we explored presenting more information about the sounds
using text and icons as Sound-Type Indicators. A second study
with 14 DHH participants found that all Sound-Type Indicator
combinations were successful at locating sound sources.
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•Human-centered computing→ Accessibility technologies;
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1 INTRODUCTION

Figure 1: SoundVizVR method that uses Mini-Maps and
On-Object Indicators to present sound source characteris-
tics and sound type information. The Mini-Map visualizes
sounds in the VR environment while the On-Object Indica-
tor displays the sound originating from an object (“a text
that says ‘Bark’ is shown”). This example shows using icons
in the Full Mini-Map and text on the object to describe the
sound type.

Virtual reality (VR) technologies have the capability to deliver
a completely immersive experience to the user. This experience
allows the user to completely engulf or immerse their senses in
the content and the interactions. Immersive VR experiences are
typically dependent on the quality of the visual, sound, and interac-
tion dimensions of the experience [35, 38]. As such, sounds in VR
that enhance and complement the interactions are a crucial part
of the “immersive” virtual reality experience. VR utilizes sounds
in many forms, such as spatial audio, voice, interaction sounds,
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rhythmic interaction, background sounds/music, etc., to enhance
the interaction experience [18].

However, although sounds in VR play an essential role in creat-
ing the immersive experience, sounds could also be a limiting factor
for deaf or hard-of-hearing (DHH) individuals to experience a fully
immersive experience in VR due to the limited sound accessibil-
ity [19, 26]. To address similar limitations in everyday situations
(in the non-VR space), visualization-based [17, 20, 24] or haptics-
based [15, 29, 30] methods have been proposed to make everyday
sounds accessible for DHH persons. However, adapting the above
practices to the VR space presents a set of unique challenges due
to the fictional nature of the visual world and novel interaction
possibilities VR presents [25]. With these challenges in mind, a few
pioneering research has already begun exploring making sounds
in virtual reality more accessible for DHH users. Here, Jain et al.
defined a “Taxonomy of Sounds in Virtual Reality” to help future
VR designers design accessible sounds in VR [18]. In addition, Jain
et al. also presented an exploration of the design space for accessible
VR sounds using visual and haptic-based method [19] and another
pioneering work, EarVR [26], presented a haptic-based method for
presenting spatial sounds for DHH VR users.

Inspired by the above approaches, we present SoundVizVR that
explores visualizing VR sounds via sound indicators. Specifically,
SoundVizVR uses Mini-Map Indicators and On-Object Indicator
style interfaces as Sound-Characteristic Indicators and uses text and
icons as Sound-Type Indicators to increase the ability to localize
sound sources and visualize sound characteristics in VR (Figure 1).
Our proposed sound visualization methods aim to enable users
to visualize several types of sounds that originate from the sound
sources within the VR environments [18], by identifying sound
characteristics (e.g., loudness, duration) and sound types (e.g., foot-
steps, gunshots). Influenced by Stockburger [42], we use the term
diegetic sound for the sound that comes from the object in the VR
world (e.g., a phone ringing). For the current scope of this work,
we focus only on several diegetic sounds in VR [18, 42]: localized
speech, inanimate objects, animate objects, and point ambience,
as they are critical for the experience in VR [18]. We present our
prototype as a generalizable and customizable plugin1 that can
be integrated into any VR software developed in the Unity game
engine 2. Using this Unity plugin, we envision that VR designers
and developers can promptly visualize sound source information
to increase the sound accessibility for DHH VR users.

We conducted two user studies to explore the usability of firstly,
the Sound-Characteristic Indicator visualization method and sec-
ondly, the Sound-Type Indicator visualization method. In the first
study, we conducted a preliminary evaluation with 11 DHH partici-
pants to identify the best and themost preferred Sound-Characteristic
Indicator visualization technique to localize sound sources from six
design combinations of the Mini-Map based and the On-Object In-
dicator based sound visualization method. These methods assisted
DHH VR users in locating the sound sources and visualizing other
characteristics of the sounds, such as the loudness and duration.
The best technique of the first study was selected for the second
study based on the performance data and participants’ feedback.

1https://github.com/ZimingLiii/SoundVizVR-Plugin
2https://unity.com/

In the second study, we integrated the chosen visualization tech-
nique into a VR game scene to explore the best and most preferred
type of indicator for presenting the sound types (e.g., footsteps,
gunshots, etc.). We implemented combinations of icons and text
representation methods into the visualization technique to present
the different sound types. We conducted a user experiment with
14 DHH participants to collect user performance data and user
feedback to evaluate these combinations.

In summary, our research contributions are as follows:
• A VR sound visualization prototype software that can be
used as a Unity platform plugin to improve sound accessibil-
ity for DHH users in VR projects

• A study with 11 DHH participants that identifies charac-
teristics of the combinations of Mini-Map Indicators and
On-Object Indicators to represent sound characteristics in
VR, and

• A study with 14 DHH participants that discusses the prefer-
ences of presenting sound types through icons and text in
the Full Mini-Map and on virtual objects.

2 RELATEDWORK
2.1 Sound Visualization
Prior work has mainly explored visual and haptic methods, aiming
to make sounds more accessible for DHH individuals. Here, we
focus on prior work closely related to our work that applied visual-
based sound accessibility methods.

Sound visualization techniques used in music can convey music
information (e.g., pitch, tempo, etc.) in real-time with animated
images [41]. Music visualization methods are widely supported
by media player software, such as Windows Media Player, Foo-
bar2000, and iTunes. They visualize music characteristics using
spectrum-like or waveform-like 2D displays. There is also research
on music visualization techniques conducted among DHH commu-
nities to evaluate DHH people’s experience with these methods.
For example, S. Nanayakkara et al. implemented a system combin-
ing a vibrated chair with a visual display to provide an enhanced
musical experience to DHH people [29]. In addition, J. Mori and
D. I. Fels conducted research with DHH people to investigate their
emotional reaction to a song with different animated lyrics [28],
which indicated that the animated text could provide entertainment
value of the music without losing the readability of lyrics.

Similarly, sounds also have vital contributions to the experience
designs in games. There are video games that look into using sound
visualization methods to make their content more accessible to
DHH people. For example, a sandbox video game called “Minecraft”
[27] features “Subtitles” that use text labels with arrows to indicate
the sound types and the directions of in-game sounds (e.g., rain falls,
zombie groans, etc.) near the player avatar [47]. And a battle royale
game called “Fortnite” [7] uses a radar-like interface to assist DHH
players in accurately locating the vital sound effects in the game
environment, like footsteps and gunfires. However, although with
caption supported [23], the playing experience is still significantly
reduced in many commercial video games once sounds are disabled.
This limitationmay be due to the lacking sound accessibility designs
in their major game events (e.g., notifications of shootings from an
enemy in a first-person shooter [FPS] game) [3, 48].

https://github.com/ZimingLiii/SoundVizVR-Plugin
https://unity.com/
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Inspired by these prior works, we are exploring implementing
sound visualization methods that can provide sound characteristic
information. Our proposed methods adopt the interface compo-
nents of Mini-Maps and environmental indicators, influenced by
the accessibility designs of existing video games.

2.2 XR Sound Accessibility
Previous research primarily addressed accessibility for people with
visual impairments [40, 46, 50] or mobility impairments [9, 10, 32]
using XR technologies (including virtual reality, augmented reality,
etc.). For DHH users, researchers mainly investigated captioning,
sound awareness, description of sounds, and the ability to locate
sounds in XR environments.

Prior work on sound accessibility in augmented reality (AR)
explores speech captioning for talking people using wearable AR
devices [14, 31, 34]. For example, D. Jain et al. [14] evaluated real-
time captioning in an AR approach, which provided insights on
the UI design of speech captioning systems in AR head-mounted
displays (HMDs) and outlined the benefits of AR head-mounted
display captioning. Another work from Y. Peng et al. [34] proposed
an AR captioning system called “SpeechBubbles” to address prob-
lems in the group conversation scenario, such as the out-of-view
captions and the speaker association. Also, prior research in AR
accessibility addressed sound awareness [16] and sound detection
and localization [11] which provide glanceable sound information
of the environment to DHH people.

In terms of VR, prior work mainly explores providing accessible
acoustic clues using subtitles [1, 13, 36, 44]. Several other research
examines VR in the context of story telling [4] for DHH individuals
and learning sign language for DHH children [33]. And studies
like EarVR [26] also looked into conveying sound information in
VR through haptics. Some VR games in the market adopt sound
accessibility interfaces other than captions, for example, the enemy
sound direction indicator in “The Persistence” [22].

Our work is influenced by prior work from D. Jain et al., which
proposed a sound taxonomy in VR [18]. And also, our study is
inspired by another research that presented an evaluation of their
prototypes developed using visual-based and haptic-based repre-
sentation methods for VR sounds [19]. However, to the best of our
knowledge, limited research examines sound visualization meth-
ods in VR in detail. Therefore, it would be beneficial to conduct
user experiments to help gain qualitative and quantitative insights,
such as performance, usability, and user experience, of the sound
visualization method designs for VR.

3 SOUNDVIZVR SOUND VISUALIZATION
SYSTEM

The scope of this work mainly focuses on diegetic types of sounds,
specifically localized speech, inanimate objects, animate objects,
and point ambience [18]. To visualize these sounds in VR, we fo-
cused on two aspects of the sound indicators - 1) Sound-Characteristic
Indicator and 2) Sound-Type Indicator. The Sound-Characteristic
Indicator was implemented to present information such as the
location, loudness, and the duration of sounds. The Sound-Type
Indicator was used to convey more meaningful information about
the sounds, such as a footstep sound from a person walking nearby.

3.1 Sound-Characteristic Indicator System
Design

Figure 2: The design of the Sound-Characteristic Indica-
tor. (Study 1 game scene is shown.) The smaller red object
is the Sound-Characteristic Indicator which appears when
the sound source object makes a sound and dynamically
changes its size during the sound. The waveform in the
speech bubble shows a sound being played, and the circles
above indicate how the indicator changes the size based on
the loudness characteristics of the sound wave.

The Sound-Characteristic Indicator was designed as a customiz-
able 3D object (a Unity plugin). It is attached as a part of any sound
source object in the VR design. The indicator appears in a Mini-Map
and on the sounding object when the object starts making sounds
and disappears at the end of the sound. As shown in Figure 2, it can
visualize the current loudness of the sound by dynamically chang-
ing its size - when the sound gets louder, the indicator expands;
when the sound is lower, the indicator shrinks. In this way, the
dynamic changes in the object’s size indicate the sound’s loudness,
and the appearance and disappearance of the object relate to the
duration of the sound.

In addition, to indicate the location of the sounding objects and
inform the loudness of the sounds, we designed two components
for our proposed sound visualization system: Mini-Maps and On-
Object Indicator.

Figure 3: Three types of Sound-Characteristic Indicators: (a)
On-Object Indicators; (b) FullMini-Map Indicator; (c) Partial
Mini-Map Indicator
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3.1.1 On-Object Indicator. We wanted the user to be aware of the
sound playing from a sounding object while looking at the object,
which is an intuitive way to identify a sounding object. Hence, as
seen in Figure 3a, we placed the Sound-Characteristic Indicator
object hovering near the top of the object.

The appearance of the indicator is customizable. To make its
design simple and visually apparent, we designed the appearance
of the On-Object Indicator as a red-colored sphere for Study 1.
However, designers may customize the indicator using any 3D
objects or images based on their requirements.

3.1.2 Mini-Maps. The Mini-Map systems are commonly used in
many video games [49]. The Mini-Map design can present play-
ers with information about their surroundings. So the player can
keep track of the notable updates around them, especially those
in their blind spots. Inspired by such map designs, we integrated
a circular Mini-Map, which is called a “Full Mini-Map”, into our
proposed system to help users locate the sound source (Figure 3b).
Through trial and error and feedback from pilot demos, we placed
the Mini-Map on the screen’s left side, similar to many video games.
Furthermore, the same Sound-Characteristic Indicator described
above is visualized to present sound source information on the Full
Mini-Map.

In addition to the Full Mini-Map, we also present a Partial Mini-
Map (Figure 3c). Here, the front sector of the Partial Mini-Map,
which represents the user’s current field of view, is hidden. We
explored this design so that the user is only presented with sound
information that is not in their field of view. In addition, this design
aims to encourage users to pay more attention to the environment
in front of them and observe potentially sounding objects instead
of over-relying on the information shown on the Mini-Maps.

3.2 Sound-Type Indicator

Figure 4: The design of Sound-Type Indicator. (a) The Sound-
Type Indicator with text on the Full Mini-Map and an icon
on the object. Here, in the player’s view, the plushie rabbit
makes a “talking sound”, and its corresponding text and icon
are shown. (b) Icons used for the presented sounds. (c) Text
descriptions of the sounds.

Besides knowing the sound characteristics, it is essential to un-
derstand what types of sounds are presented in a scenario. Thus,
to assist the DHH users in identifying the types of the sounds in
the VR environment, we explored customizing the sound indicator
in the On-Object Indicator and Mini-Maps with icons and text (Fig-
ure 4a). The size of the icon (Figure 4b) and text (Figure 4c) changes
along with the loudness of the indicator’s corresponding sound. In
this way, a sound indicator can inform the sound characteristics to

the user and further notify the sound type via its iconic or textual
label at the same time.

3.3 System Implementation

Figure 5: The implementation of a game scene developed us-
ing the Unity game engine.

We developed two task-based VR game scenes with our proposed
system integrated using the Unity game engine version 2021.1.15f1.
Both scenes can be deployed to Oculus’s PC-powered VR headsets.
In our case, an Oculus Rift S with dual VR controllers is used [6].

To implement the sound indicator, first, we need to obtain the
sample data from the audio source of the current time frame. Then,
we retrieve the average absolute value from the sample data and
map it to the scale value of the sound indicator object of each frame.
As a result, we can see the indicator’s size changes according to the
current loudness of the audio source (Figure 2) during the game
engine’s run-time.

In terms of the Mini-Maps’ implementation, we use an additional
virtual camera in the Unity game engine that is attached to the
player at the ceiling level (Figure 5). This virtual camera always
faces the ground. It ignores all other objects in the view except for
the sound indicators. By rendering this virtual camera’s view into
the Mini-Map’s texture, the Mini-Maps can reflect sound indicators
around the player. After importing the plugin to the Unity editor, the
designer could drag and drop the add-on prefab onto a sound-source
object. Next, the designer would be able to customize the 3D objects,
icons, and text based on the preferences or design requirements.

Asmentioned above, the appearance of the sound indicator in the
On-Object Indicator and Mini-Maps is customizable. Our prototype
allows the designers to replace the default red sphere object with
a preferred icon object or a descriptive text object for each sound
source to further visualize the sound type information in a game
scene.

4 STUDY 1: EVALUATING THE
SOUND-CHARACTERISTIC INDICATOR

The main goal of the first study is to evaluate the performance and
the user experience of our proposed Sound-Characteristic Indicator
visualization methods on locating the sound source and visualizing
sound characteristics like duration and loudness. For this purpose,
we conducted a user experiment in which users were required to
localize sound sources in VR as the main task to identify the best
performing and the most preferred Sound-Characteristic Indica-
tor method from the possible design combinations. Both studies
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presented in the article were approved by the institution’s ethics
review board.

4.1 Task Design

Figure 6: Study 1 task design - (a) VR environment of Study
1; (b) The participant’s view of the scene while performing
a task using the FM-OI visualization method.

Similar to the task design in EarVR [26], as the main task, the
participant was required to locate the object (presented as spheres)
from which the sound originated (Figure 6). In the experimental
scene, we placed the player in the center of the stage with eight
identical spheres evenly placed around the player in a circle. The
spheres were labeled from 0 to 7 in counterclockwise order. The
player could look around or lead to any direction but was not
required to walk in the scene.

In the experiment, one of the eight spheres served as a sound
source and started to play a random sound clip selected from an
audio clip set. The audio clip set was formed based on four cate-
gories chosen from the taxonomy of sounds in VR proposed by Jain
et al. that represented diegetic sounds [18]: Localized speech, Inan-
imate objects, Animate objects, and Point ambience. The selected
audio clips were organized into two duration scopes: short duration
sounds (a sound clip’s length was shorter than 3 seconds) and long
duration sounds (a sound clip’s length was over 15 seconds). In
total, eight sound clips were included in the set. The audio clip set
used in the experiment is shown in Table 1. It was selected from
the royalty-free sound clip website “SoundBible” 3 to represent a
wide range of sounds from VR games. In addition, short sound clips
were explored to identify the impact of the visualization techniques
on locating quick sounds that may appear and disappear in the
visualization.

Table 1: Study 1 sound selection

Category Short Duration Long Duration

Localize Speech Old Man Laugh Baby Talk
Inanimate Objects Gun Shot Phone Ringing
Animate Objects Footstep Barking Dog
Point Ambience Fire Burning Waterfall

In the task, the participant was asked to select the sounding
sphere using a VR controller as a pointer. If the participant could
not identify the sounding sphere after 7 seconds from the start of
the sound, they were allowed to press a “skip” button on the VR
controller to skip to the next task. As the localization accuracy rate,
3https://soundbible.com/

Table 2: Study 1 conditions

Independent Variable On-Object Indicators
Without With

Mini-Map
Without NON OI

Full FM FM-OI
Partial PM PM-OI

we calculated how many times a participant accurately selected
a correct sounding sphere. The next random sphere started play-
ing another random sound clip in 3 seconds after the participant
chose a sphere or pressed the “skip” button. One repetition of a
condition consisted of eight such tasks (eight different sounds from
eight spheres) and each condition was repeated three times. The
participant had the right to stop the experiment at any point of
time.

4.2 Study Design
Study 1 used a within-subject evaluation design that consisted
of two independent variables: On-Object Indicator (Without On-
Object Indicator or With On-Object Indicator) and Mini-Map Type
(Full Mini-Map, Partial Mini-Map, or Without Mini-Map). The de-
pendent variables were sound source localization accuracy and the
time of completion of each task. In addition, we recorded additional
data, such as the head rotation angles. In total, there were six condi-
tions (Table 2): NON (no sound visualization technique was used),
OI (On-Object Indicators only-Fig. 3a), FM (FullMini-Map technique
only-Fig. 3b), FM-OI (a combination of Full Mini-Map technique
and On-Object sound indicator-Fig. 4a), PM (Partial Mini-Map tech-
nique only-Fig. 3c), and PM-OI (a combination of Partial Mini-Map
technique and On-Object sound indicator). The NON condition was
included as the baseline condition in which no Sound-Characteristic
Indicator was presented, similar to existing VR experiences. Each
task was repeated 3 times. Each participant faced a total of 144
tasks during the experiment (8 tasks x 3 repetitions x 6 conditions).

4.3 Participants
We recruited 11 DHH participants for the study from the authors’
institution (6 males, 2 females, 3 non-binary people; ages 18-45,
Mean = 27.36, SD = 8.82). The participant group consisted of 4 deaf
and 7 hard-of-hearing participants. Five of the participants had used
VR devices before. The participants were recruited through flyers
and word-of-mouth advertising in the institution. Each participant
was paid $15 after completing the user experiment.

4.4 Procedure
After signing the informed consent form, the participant was given
an introduction to the system and asked to fill out a demographic
questionnaire. The information was provided to the participant
through text and slides. However, a hard-of-hearing research team
member used sign language to discuss additional details if and when
necessary. Also, the participant was asked to take off the hearing
aid, if there was one, to ensure the visualization was the focus in this
controlled study. Next, the participant put on the VR headset and
held a VR controller. Before a condition started, the participant was

https://soundbible.com/
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given sufficient time to get familiar with the VR device’s control, the
VR game scene, and the Sound-Characteristic Indicator interface
based on the condition. As the condition started, the participant was
required to perform the tasks with the corresponding combination
of the Sound-Characteristic Indicator visualization technique of
the condition. The order of the condition for each participant was
assigned randomly. After completing a condition, the participant
was asked to fill out a post-condition questionnaire. Then, the
participant could take a 3-minute break if needed. After completing
all six conditions, the participant was asked to fill out a post-test
questionnaire. The experiment took approximately 75 minutes for
each participant.

4.5 Results of Study 1

Figure 7: Results of Study 1 - (a) The average localization ac-
curacy rate; (b) The average completion time (Sec) of each
task; (c) The average localization accuracy rate on two types
of sounds of Study 1. Error bars denote the standard devia-
tion.

4.5.1 Localization accuracy and completion time. Figure 7a shows
the localization accuracy rate of Study 1. The results were further an-
alyzed using repeated measures ANOVA with Greenhouse-Geisser
correction. A significant main effect was found on Mini-Map Type
(F1.53,15.37 = 41.618, p < 0.001), and on On-Object Indicator (F1,10
= 40.436, p < 0.001). Post-hoc comparison between each pairs of
Mini-Map Type showed NON, FM: p < 0.001; NON, PM: p < 0.001;
FM, PM: p < 0.001. Post-hoc comparison between each pairs of On-
Object Indicator showed NON, OI: p < 0.001. Post-hoc comparison
between each combination showed significant difference between
each pairs, except FM, OI: p = 0.540; FM, FM-OI: p = 1.000; FM,
PM-OI: p = 1.000; OI, FM-OI: 0.258; OI, PM-OI: 0.540; FM-OI, PM-OI:
p = 1.000.

Figure 7b shows the task completion time of Study 1. The re-
sults were further analyzed using repeated measures ANOVA with

Greenhouse-Geisser correction. A significant main effect was found
on Mini-Map Type (F1.591,15.912 = 27.453, p < 0.001), and on On-
Object Indicator (F1,10 = 31.983, p < 0.001). Post-hoc comparison
between each pairs of Mini-Map Type showed NON, FM: p < 0.001;
NON, PM: p < 0.001; FM, PM: p = 0.029. Post-hoc comparison be-
tween each pairs of On-Object Indicator showed NON, OI: p < 0.001.
Post-hoc comparison between each combination showed significant
difference between each pairs, except FM, OI: p = 0.363; FM, FM-OI:
p = 1.000; FM, PM-OI: p = 1.000; PM, OI: p = 0.843; OI, FM-OI: p =
0.085; OI, PM-OI: p = 0.146; FM-OI, PM-OI: p = 1.000.

Figure 7c shows the localization accuracy rate on two types of
sound duration of Study 1. The results were further analyzed using
paired samples t-test. A significant main effect was found on all six
conditions - NON: p = 0.003; OI: p < 0.001; FM: p = 0.006; FM-OI: p
= 0.003; PM: p = 0.006; PM-OI: p < 0.001.

Table 3: The SystemUsability Scale Scores andAdjective Rat-
ings of Study 1

Condition SUS Score (SD) Adjective Rating
NON 52.05 (21.12) Poor
OI 71.14 (18.45) Good
FM 84.55 (15.24) Excellent

FM-OI 84.77 (16.03) Excellent
PM 51.82 (23.69) Poor

PM-OI 76.36 (24.91) Good

4.5.2 System usability and subjective mental workload. Table 3
shows the System Usability Scale (SUS) results of Study 1. The
SUS adjective rating is obtained from the 7-point adjective scale
proposed by Bangor et al. [2].

Figure 8: NASA TLX scores of Study 1. The lower ratings in-
dicate lower task loads.

Figure 8 shows the subjective mental workload results collected
from NASA Task Load Index (NASA TLX) questionnaires [12]
across six dimensions: mental demand, physical demand, temporal
demand, performance, effort, and frustration.

4.6 Discussion of Study 1
Overall, our results indicated that all the conditions with a Sound-
Characteristic Indicator performed significantly better than the
NON condition with FM-OI, FM, PM-OI achieving higher than 90%
accuracy for sound source localization. The NON condition, which
has no integrated sound visualization methods similar to the exist-
ing VR experiences, achieved the lowest localization accuracy (M:
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24.24%, SD: 0.29) and the longest task completion time (M: 8.93s,
SD: 2.21). During further analysis of the NON condition, we found
that the correct localization was achieved by a few hard-of-hearing
participants who, although, indicated that it was difficult for them
to confidently locate the sound source without the assistance of
visual cues. For example, one of the hard-of-hearing participants
(F02) wrote in the feedback: “I could not identify any of the sources
of sound securely, I could maybe localize the sound to 3 spheres [three
spheres that present in the view], but past that it’s beyond me.” Simi-
larly, the deaf participants reported that they could not either tell
the location of sounds or the existence of a sound without any visu-
alization. The NASA TLX ratings for the NON condition reported
the highest ratings (higher ratings indicate more cognitive load
requirements) for all categories except for the temporal demand
category (Figure 8).

In terms of the FM condition, which introduced a Full Mini-Map
Sound-Characteristic Indicator component compared to the NON
condition, its localization accuracy reached 93.94% (SD: 0.09), and
task completion reduced to 4.73s (SD: 0.89). It also outperformed
the SUS score (with an “Excellent” adjective rating) and showed
relatively low subjective mental workloads across all NASA TLX
dimensions. It might indicate that the participants were able to
identify the sound locations and perform taskswith the assistance of
this method. The participants’ feedback supported this observation.
For example, F12 wrote: “the Full Mini-Map helps me find the sound
location more accurately.” Those who had a wide experience in
playing games indicated that they might get used to the Full Mini-
Map method quickly since the Full Mini-Map was commonly used
in games [49]. For example, F03, who played games 4-6 times a
week, wrote: “I think that because I play video games with full circle
Mini-Map on the screen, it is very easy for me to engage in this
system.” However, some participants reported they had to rely on
the map to perform tasks, even without paying attention to the
environment. They also mentioned that, with the Full Mini-Map
alone, they could fail to pinpoint the sound source from two close
objects. For example, F02 added: “I’m not entirely sure how accurate
I was because I often had to choose between two of the spheres.”

The FM-OI condition, which was developed based on FM, com-
bined a FullMini-Map componentwithOn-Object Sound-Characteristic
Indicators that also supported visualizing the sound of an object
in the environment. FM-OI had similar yet marginally better per-
formance compared to FM on localization accuracy (M: 94.70%,
SD: 0.07) and task completion time metrics (M: 4.41s, SD: 0.93), al-
though not statistically significantly different. Similar to FM, FM-OI
achieved an “Excellent” adjective rating in the SUS score and rela-
tively low mental workloads across all six NASA TLX dimensions.
The participants’ comments reported that FM-OI enabled them to
pay more attention to their surroundings with the assistance of
the On-Object Indicators. “Since the notification appears on both
map and game, I was able to focus on the game and use the map as a
support.” (F01) They reported that the Full Mini-Map component
was useful to assist them in identifying the sound direction, and the
On-Object Indicator component was helpful when identifying the
specific sounding sphere. “If there are two objects that are quite close
to each other, knowing just the direction of the sound may not always
be helpful. In such cases, having an environment sound indicator to

differentiate between two objects in proximity would be an added
advantage.” (F14)

In addition, we looked into OI to better understand the effect of
the On-Object Indicator alone. Although there are no statistically
significant differences when comparing its localization accuracy
(M: 82.58%, SD: 0.15) and completion time (M: 5.71s, SD: 1.41) with
FM and FM-OI, OI achieved significantly high subjective mental
workloads in NASA TLX scores among all six dimensions compared
to FM and FM-OI. The participant reported that they had to scan
through all the objects to find the audio cues due to the lacking
indicators of the sound direction. “The problem with this system is
although it does indicate the sound, it doesn’t indicate the direction of
the sound which could waste time in a high pressure gameplay.” (F07)

We looked into the results of PM and PM-OI to investigate if
the Partial Mini-Map worked in reducing the information and en-
abled participants to focus on the environment as we intended. PM
achieved the lowest localization accuracy (M: 60.23%, SD: 0.26) and
longest task completion time (M: 6.38s, SD: 2.08) among the five
proposed methods. In addition, the participants reported that it was
difficult to identify the direction of the sounds with this method.
“If the sound was in front of me, I had no idea which of the 2 spheres
it could be unless I looked to the side to see the dot on the map.” (F02)
These kinds of feedback may back up PM’s low SUS adjective rating
(“Poor”) and relatively high mental workload performance, espe-
cially in mental demand, temporal demand, effort, and frustration
dimensions. In terms of the PM-OI condition, with an On-Object
Sound Indicator component integrated, PM-OI achieved similar
performance in localization accuracy (M: 91.67%, SD: 0.09) and task
time completion (M: 4.55s, SD: 0.87) metrics compared to FM and
FM-OI, which showed no statistically significant difference. The
participants reported that the On-Object Sound Indicator enabled
them to locate the sound source within multiple spheres on their
front, which overcame the disadvantages of PM alone. “The sound
indicators help me find the sound location better when I can’t find
[it] with the Partial Mini-Map. If I [was] unable to locate the sounds
with the front cut up, the sound indicators helped me find it faster
and accurately.” (F12) Also, the participants reported that PM-OI
could assist them in focusing more on the game itself. For example,

“The dots over the top made things much easier, and
having the radar showed what’s around me made it
clear when to turn. This is by far the easiest way to
achieve the tasks. And yet the only time I missed the
target. I learned there is no replacement, meaning that
after one came and went, it would not be there again.
That led me to reorient to the unselected options to
get a ‘jump’ on them. Fun combination.” (F08)

However, some participants indicated that the sound localization
experience on PM-OI was ambiguous. As F07 said: “I can’t tell if I’m
looking directly at the source of the noise in the Mini-Map with the
notch and due to the nature of VR, I don’t have the same field of vision
as I would have in real life. So I have to put in a little extra effort to
identify the sphere.” This may support PM-OI’s higher subjective
mental workload result of the Performance dimension in the NASA
TLX ratings, especially when compared to FM and FM-OI.

When considering the duration of the clips used, sound localiza-
tion in long-duration sounds had a significantly better localization
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accuracy than in short-duration sounds in all conditions. This result
was expected here as we identified that if the participant was not in
the view of a short duration sound, it had a higher chance of being
missed in a majority of the conditions. Here, F01 indicated: “For
sounds that disappeared too quickly, it’s difficult to notice if there were
any sound at all. This is especially true for ‘no map with indicator’,
‘Partial Mini-Map without indicator’, and ‘Partial Mini-Map with
indicator’.” About the OI condition, F14 discussed: “For this task, I
had to scan through all the spheres until I found an audio indicator
on top of one of the spheres. Sometimes, for short audio, I guess the
audio indicator disappeared by the time I scanned through the spheres,
which was not helpful in identifying the target... However, having
an audio indicator was a lot better than having no visual cues at
all!” Also, it should be noted that we used different sounds for the
different durations of the same type of sounds (we did not use a
short and long version of the same clip) to represent a larger variety
of sounds.

4.7 Summary of Study 1
Based on the analysis and observation of the results, we selected the
FM-OI as the Sound-Characteristic Indicator visualization method
for Study 2. We chose FM-OI over the six conditions primarily
because it had the best performance data in both localization ac-
curacy and task completion time. Similarly, the results from SUS,
NASA TLX questionnaires, and participants’ comments of Study 1
reported above supported our decision. Furthermore, in the post-
test questionnaire, most participants (7/11) indicated that FM-OI
was the sound visualization method they liked most among the five
proposed methods, while preferences over the other methods were
diverse (PM-OI: 2/11, OI: 1/11, FM: 1/11).

5 STUDY 2: EVALUATING THE SOUND-TYPE
INDICATOR

Figure 9: VR environment of Study 2 - (a) An overview of the
Study 2’s scene. A participant stands at the location marked
by the blue arrow; (b) The participant’s view of the scene
before a task. Before the task, the participant was shown the
sound source objects with their labels displayed.

Based on the results from Study 1, we selected the FM-OI Sound-
Characteristic Indicator visualization method for the following
studies. As such, the main goal of Study 2 is to evaluate the perfor-
mance and user experience of the different Sound-Type Indicator
visualization methods (texts and icons).

5.1 Task Design
To present a more realistic VR scene for this experiment, we used
the Kid’s Room model package [5] and several additional object
models [43, 45] from the Unity Asset Store to build our VR game

scene for the study (Figure 9a). The participant was placed near
center of the scene and the objects that serve as speakers were
distributed in the scene. Similar to Study 1, we did not require the
participants to move in the game scene. However, the participants
could still rotate physically in place with minor lateral movements
(rotate their bodies or lean towards a target) while wearing the VR
headsets. Before a condition began, the participant was allowed to
familiarize with the sound source objects that were indicated using
a label showing the name (category) of the object (Figure 9b). In
addition, we used the same set of sound clips from the previous
study and used the same text label shown in Figure 4c. The used
icons (Figure 4b) were selected from a free online icon database
website called “Flaticon” 4. To prevent any biases (due to preferences
and/or color blindness), we used black and white icons.

Table 4: The task list of Study 2

No. Task Instruction

1 Find the radio making the flowing water sound
2 Search for the item making a sound
3 Find and identify the ringing telephone
4 Find the object making the baby talking sound
5 Find and identify the sounding plush toy
6 Find the radio making the gunshot sound
7 Find the object making the campfire sound
8 Find the plushie making the Santa Claus laughter sound

Figure 10: Study 2 task design - (a) Task instruction panels;
(b) The participant’s view of the scene when performing a
task. The TM-IO condition is shown.

As the main task, the participant was presented with a task from
a list of task instructions (Figure 10a) as described in Table 4. It was
presented in the main view for 7 seconds to ensure the participant
had enough time to read it, and afterward, it was maintained in the
upper region of the participant’s VR view. Next, the VR scene played
three different sounds from at most three sound source objects at
the same time (Figure 10b). The participant was required to select
the sound source object that played the sound specified in the
instruction. We designed such a task to encourage the participant
to focus more on the sound-type labels during the task. For example,
during a given task, all three radios in the VR scene might make
sounds, but if Instruction 1 was presented, the participant was
required to identify the correct radio by looking for the “water
flowing” icon or text label.

4https://www.flaticon.com/

https://www.flaticon.com/
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The recording of task completion time began only at the point
in time when the correct sound clip started to play from an object.
As the localization accuracy rate, we calculated how many times a
participant accurately selected a correct sounding object after the
correct sound clip started to play.

Similar to Study 1, the participant was able to skip the task if
they could not identify the correct task after 10 seconds by pressing
the skip button. The participant also had the right to stop the
experiment at any point of time. Eight such tasks (eight different
sounds from eight objects) were included in each repetition of a
condition. And each condition was repeated twice for a participant.

5.2 Study Design
The experiment of Study 2 used a within-subjects evaluation design.
It consisted of two independent variables: Sound-Type Indicator on
Objects (icon or text) and Sound-Type Indicator on the Full Mini-
Map (icon or text). The dependent variables were sound source
localization accuracy and the task completion time while searching
for the correct sound source. Similar to Study 1, we recorded ad-
ditional data such as the head rotation angles. In total, there were
four conditions as shown in Table 5: IM-IO (Icon indicators on the
Full Mini-Map + Icon indicators on Objects), IM-TO (Icon indicators
on the Full Mini-Map + Text indicators on Objects), TM-IO (Text
indicators on the Full Mini-Map + Icon indicators on Objects), and
TM-TO (Text indicators on the Full Mini-Map + Text indicators
on Objects). Each participant faced 64 tasks in total (8 tasks x 2
repetitions x 4 conditions).

Table 5: Study 2 conditions

Independent Variable Indicators on Objects
Icon Text

Indicators on Full Mini-Map Icon IM-IO IM-TO
Text TM-IO TM-TO

5.3 Participants
We recruited 14 DHH participants for the study from the authors’
institution (8 males, 4 females, 2 non-binary people; ages 18-45,
Mean = 26.21, SD = 8.31). The participant group consisted of 6 deaf
and 8 hard-of-hearing participants. Six of the participants had used
VR devices before. Ten of the participants had previously taken
part in Study 1. However, it should be noted that the two research
studies were conducted separately. The participants were recruited
through advertising in the institution by flyers and word of mouth.
Each participant was paid $25 after completing the user experiment.

5.4 Procedure
Similar to Study 1, after signing up for the informed consent form,
the participant was given an introduction to the system and asked
to fill out a demographic questionnaire. Next, after the participant
put on the VR system, they were given sufficient time to familiarize
themselves with the VR device’s control and the VR game scene. In
addition, the participants were allowed to familiarize themselves
with the instructions and the name (category) labels and locations of
the sound source objects. As the condition started, the participant

was required to perform the tasks with the sound visualization
technique of the condition. The order of the condition for each
participant was assigned randomly. After completing a condition,
the participant was asked to fill out a post-condition questionnaire.
Then, the participant could take a 3-minute break if needed. After
completing all four conditions, the participant was asked to fill out
a post-test questionnaire. The experiment took approximately 45
minutes for each participant.

5.5 Results of Study 2

Figure 11: Results of Study 2 - (a) The average localization
accuracy rate of each condition; (b) The average task com-
pletion time (Sec) of each condition. Error bars denote the
standard deviation.

5.5.1 Localization accuracy and task completion time. Figure 11a
shows the localization accuracy rate of Study 2. Repeated measures
ANOVA revealed no significant difference on Indicators on Full
Mini-Map (F1,13 = 0.198, p = 0.664) and on Indicators on Objects
(F1,13 = 2.021, p = 0.179).

Figure 11b shows the task completion time of Study 2. Repeated
measures ANOVA revealed no significant difference on Indicators
on Full Mini-Map (F1,13 = 6.596e − 4, p = 0.980) and on Indicators
on Objects (F1,13 = 0.409, p = 0.553).

Table 6: The SystemUsability Scale Scores andAdjective Rat-
ings of Study 2

SUS Score (SD) Adjective Rating
IM-IO 81.96 (14.01) Excellent
IM-TO 73.39 (18.78) Good
TM-IO 75.00 (15.81) Good
TM-TO 76.25 (18.47) Good

5.5.2 System usability and subjective mental workload. Table 6
shows the SUS results of Study 2. Figure 12 reveals the subjec-
tive mental workload results of Study 2 collected from NASA TLX
questionnaires across six dimensions: mental demand, physical
demand, temporal demand, performance, effort, and frustration.

5.6 Discussion of Study 2
5.6.1 Sound Type Identification. Overall, the quantitative results
indicate that DHH participants can perform the tasks with the
assistance of the four evaluated Sound-Type Indicator visualization
methods and achieved high localization accuracy at around 90%.
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Figure 12: NASA TLX scores of Study 2. The lower ratings
indicate lower task loads.

Based on the analysis of the results, there is no significant difference
among all tested Sound-Type Indicator visualization methods on
both localization accuracy and task completion time metrics of
Study 2. It indicates that the overall performance of the four tested
Sound-Type Indicator visualization methods are similar.

The icons used in Study 2 were selected based on what a designer
would pick as icons for the user interface applying a nomic sound
mapping method [8, 21]. Prior to the study, we did not present
the icons used in the experiment and their descriptive text to the
participants. It aimed to explore if the participants could identify
the unfamiliar icons shown during the experiment. In the post-test
questionnaire, we presented two five-point Likert scale questions to
respectively investigate if participants could understand the mean-
ings of icons and text shown in the indicator. The results show
that the icons (M: 3.93, SD: 0.83) and text (M: 3.93, SD: 0.92) have
similar ratings, which indicates the participants can understand
the meanings of both the icons and text. The results of the system
usability evaluation can support this conclusion. The usability re-
sults revealed that IM-IO, which used icons in both Full Mini-Map
and On-Object Indicators, achieved the “Excellent” adjective rating.
In the subjective mental workload results (Figure 12), IM-IO out-
performed five of the six dimensions: physical demand, temporal
demand, performance, effort, and frustration. And it also achieved
a relatively low mental demand load. In the participants’ feedback,
G06 said: “Iconic shows me a lot which allows me to identity easier
and quicker.” G02 added: “It [the iconic representative method] is
something to get use for a bit, but it is easy to understand.”

In terms of using descriptive text as Sound-Type Indicators in
Study 2, TM-TO achieved the lowest mental demand in the subjec-
tive mental workload scale and a “Good” adjective system usability
rating. The participants’ feedback supported that the text represen-
tation method is easier to understand in most cases. For example,
G02 said: “Texts on the environment work well as it describes the
sounds well good enough like phones ringing or waterfall.” “[Text has]
Nothing lost in translation.” G14 added. However, when it came to a
situation where the descriptive text in the Sound-Type Indicators
did not exactly match the instruction, the text Sound-Type Indicator
visualization may cause a higher cognitive load. For example, the
instruction of task No.7 is “Find the object making the campfire
sound” (Table 4), while the sound type label of the correct sound
source shows “Crackling Fire” (Figure 4c). G16 noted: “Inconsistency
in the wording of objects (prior to task vs during task) made it more
difficult to identify the appropriate object.”

5.6.2 Sound Localization. Unlike Study 1, in which the sound
sources were evenly organized around the player in a circle, we ran-
domly distributed the sound sources in the VR environment in Study
2 to mimic the sound design of an actual VR game scene. There
were sound sources that stayed close to each other, and a sound
source was put at position right above another sound source (same
azimuth angle, but different altitude). Here, although the Mini-Map
Indicator only indicated the directions of the sound sources in a 2D
plane and did not show the altitude information of the sound source
in a 3D space, we believe that the On-Object Indicator overcame
this issue. Unfortunately however, no comment on this aspect was
received from the participants.

In Study 2, some tasks had multiple (at most three) sounds hap-
pening simultaneously. The tasks of Study 2 with multiple sounding
objects were designed to explore if the DHH participants could
localize the correct sound source among many with the help of
the visualization methods. Based on the analysis of the qualitative
results, most of the participants (11/14) indicated that the visualiza-
tion methods worked well in assisting them to identify the sound
source when multiple sounds were happening in the scene. For
example, when talking about the TM-TO, which used text to indi-
cate sound types, G10 said: “It [TM-TO] works well in cases where
there are multiple different types of noise and we need to identify a
specific sound. This is dependent on how descriptive the text is how-
ever.” However, participants also mentioned when the simultaneous
sounds contained short duration sounds, they would still struggle
to localize the correct sound source, even with the assistance of the
visualization methods. For example, G05 noted: “Works well when
there are various sounds going on. Doesn’t work well when it quickly
flashed and went away when I was trying to read multiple texts to
identify the object making the noise.”

5.6.3 Preferences. In terms of the procedure of searching for the
sound source using the visualization methods, most of the partic-
ipants (10/14) indicated that they first used the Full Mini-Map to
identify the direction of the correct sound clip, and then use the On-
Object Indicator to locate the specific sound source. For example,
G06 said: “I looked at the map where the icon is, then I search around
the room to find the source of the sound where the icon marked on
the map.” This primarily followed the similar pattern of locating
the sound source using FM-OI as indicated by the participants in
Study 1.

In addition, we investigated the participants’ preferences on the
four tested Sound-Type Indicator visualization methods, especially
preferences on using text or icons to indicate the sound types. For
the overall preferred sound visualization method of Study 2, the
participants provided diverse feedback - IM-IO: 4/14, IM-TO: 3/14,
TM-IO: 3/14, TM-TO: 4/14. The participants who preferred icons
indicated that icons had lower cognitive load, allowing them to
focus on the game content. For example, G16 mentioned: “I thought
that iconic indicators are easier/quicker to understand than texts. I
do not prefer reading a lot when I play VR games.” The participants
who tended to use text as Sound-Type Indicators voiced that text is
more noticeable in the scene and can clearly convey its meaning.
As noted by G10, “Text is easier for me to notice on the map, and also
to identify the specific type of noise.”
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While we could not come to a consensus on what might be
the most preferred method for indicating sound types, this also
indicates that the future designs of Sound-Type Indicators may
allow the user to customize what to be displayed based on their
own preferences.

6 DISCUSSION, LIMITATIONS AND FUTURE
WORK

The results of Study 1 show that FM-OI had the best performance in
localization accuracy and task completion time. The results from the
questionnaires reveal that FM-OI has a good system usability and
less subjective mental workloads. Also, the participants’ feedback
shows that FM-OI can allow them to paymore attention to the game
content while spending less effort in locating the sound source.

The results of Study 2 show that the four tested Sound-Type
Indicators have similar performance on localization accuracy and
task completion time. The participants can identify the sound type
of a sound source and complete the tasks with the assistance of
the tested sound visualization methods. Moreover, the participants
have diverse preferences on the four tested Sound-Type Indica-
tors in terms of using text or icons to indicate the sound types in
the visualization methods, thus indicating a customizability of the
Sound-Type Indicators based on the individual preferences.

There are several limitations we wish to address.

6.1 Limitations
Our current study addressed four sound categories from the sound
taxonomy in VR proposed by Dhruv Jain et al. [18], while another
five sound categories were not explored here. These unaddressed
categories were Non-localized speech, Notification sounds, Inter-
action sounds, Surrounding ambience, and Music. To provide full
immersive and accessible sound experience, our future studies will
explore on these unaddressed categories.

We evaluated our sound visualization methods in a scenario
with at most three synchronous sound sources in our Study 2. The
performance of the sound visualization method in scenarios with
more than three concurrent sound sources (e.g., a large crowd of
talking people) was untested. In that case, filtering strategies of
sounding objects might need to be investigated.

The Full Mini-Map component in our proposed sound visualiza-
tion methods indicated sounds within its circular range. For the
sounds that were outside the range, DHH users can only identify
those, that were within their field of view, with the assistance of On-
Object Sound Indicators. We aim to explore visualizing the distant
sounds on the Full Mini-Map in our future study.

In our second study, as a starting point, we selected the sound
type icons and text descriptions (and their display parameters such
as the size, black and white color, etc.) based on trial and error with
a few pilot studies. However, such content can be changed based on
user preferences such as the icon types, shorter/longer descriptions,
text and icon sizes/colors, etc. Therefore, these parameters should
be investigated in the future from a user preference perspective as
well as a content-designer’s perspective.

6.2 Future Works
In our future studies, we aim to explore integrating SoundVizVR into
different genres of VR applications, especially VR games, to further
evaluate its performance. In addition, we aim to explore Sound-
VizVR in the 3D space [39], how it will affect the immersive ex-
perience and also explore other visualization techniques. Options
that enable customization to the integrated SoundVizVR compo-
nents (e.g., changing the position, size, opacity, or background of
the Mini-Maps, or changing the size or color of the icon and text
in the Sound-Type Indicator) will also be explored in our future
studies.

We also intend to explore using the SoundVizVR plugin with VR
content designers. This would enable us to determine any prefer-
ences of the method and the plugin from a game designer’s perspec-
tive such as the how easy it is to add this plugin to the workflow,
how customizable the experiences are, etc.

In addition, to have a better understanding of SoundVizVR, we
are looking forward to applying eye-tracking devices in our user
experiments to see how participants perceive information from the
user interface. Also, we are looking forward to evaluating Sound-
VizVR in other user groups (e.g., hearing people) to explore if it
could address other accessibility issues, such as situational impair-
ments among the hearing people during their using VR applications
[37]. This knowledge may help further improve our designs.

7 CONCLUSION
In this paper, we proposed SoundVizVR that aimed to advance
sound accessibility in VR environments for DHH users. We con-
ducted a user experiment with 11 DHH participants to identify the
best performing and most preferred Sound-Characteristic Indicator
method from six design combinations. Furthermore, to evaluate
the performance and user experience of four different Sound-Type
Indicator visualization methods, we conducted another user study
with 14 DHH participants. Participants’ task performance and feed-
back indicated that SoundVizVR can assist them in locating sound
sources, identifying sound characteristics, and identifying the sound
types of in-game sound effects in VR environments.
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