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Abstract
Foveated rendering (FR) technology is designed to improve the efficiency of graphical rendering processes. In rendering, 
individualized approaches can help to balance users’ experiences of visual quality and saving computational resource. How-
ever, previous studies have not rigorously examined it related with the FR techniques. To address this issue, we developed 
an individualized FR (IFR) method using different central vision sizes and peripheral vision resolutions across individuals 
in virtual reality. In three user studies with 88 participants who were divided into groups designated as “large central area 
(LCA)” and “small central area (SCA),” the effects of IFR were compared with those of using the full-resolution condition 
and the average FR condition. The results indicate that the LCA group experienced higher visual quality under the IFR and 
full-resolution conditions than under the average FR condition. In contrast, the SCA group exhibited comparable levels of 
dependent measures between the IFR and average FR conditions, but both were lower than those of the full-resolution condi-
tion. We also evaluated the computational benefits of the proposed IFR method, and the results demonstrated the effectiveness 
of our approach in saving resources across the two groups. Although lower-bound adjustments may be required for some 
users, our overall results suggest that IFR is a malleable technology for enhancing rendering efficiency in virtual reality.
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1 Introduction

The graphical realism of virtual reality (VR) has rapidly 
increased through realistic shading and lighting (McAuley 
et al. 2013; Overbeck et al. 2018), which has required cor-
respondingly more computational resources for real-time 
rendering (Patney et al. 2016; Xiao et al. 2018). A drastic 
increase in computational cost can cause an end-to-end delay 
defined as the time required for the display to be updated 
(Di Luca 2010), resulting in a serious deterioration of the 
user’s virtual experience (VE) in terms of subjective sensa-
tions such as presence, immersion, and simulator sickness 
(Usoh et al. 2000; Van Dam and Stephens 2018; Welch et al. 
1996). Foveated rendering (FR) is a state-of-the-art technol-
ogy based on the characteristics of human vision to acquire 

rendering efficiency without deteriorating perceptual visual 
quality (Adhanom et al. 2023; Guenter et al. 2012; Korkut 
and Surer 2023; Vaidyanathan et al. 2014). A key concept 
of FR is to allocate more computational resources to the 
area of the display corresponding to the center of the visual 
field and fewer to the area of peripheral vision using param-
eters including designated areas and their level of quality 
(Levoy and Whitaker 1990). The trade-off between reduc-
ing resources and losing VE quality is considered critical in 
FR (Lin et al. 2002; Masnadi et al. 2022). Thus, an optimal 
balance should be considered to reduce the computational 
cost of VR rendering while maintaining a high quality of 
experience (Hsu et al. 2017). Several previous studies have 
been conducted to improve the performance of FR methods 
(Patney et al. 2016; Vaidyanathan et al. 2014; Xiao et al. 
2018), but thus far individualized parameter settings have 
not yet been rigorously investigated (Hsu et al. 2017). This 
background shows that individualized approaches to setting 
principal parameters such as vision areas and visual quality 
in each vision area are worth exploring because they may be 
expected to facilitate a vivid visual experience for each user 
with fewer computational resources.
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In this study, we propose an individualized FR (IFR) 
method based on individual differences in visual perception. 
We evaluated the effectiveness of our proposed method by 
comparing it with two non-personalized conditions, includ-
ing using the full resolution across the entire VR display and 
using an average FR. In an experimental evaluation of our 
proposed approach, we divided a group of participants into 
two subgroups designated as large central area (LCA) and 
small central area (SCA) according to the size of the area 
of central vision in their visual field as measured for each 
individual. The proposed IFR method is designed to avoid 
hindering the quality of VE even when maximally conserv-
ing rendering resources. Hence, the full-resolution condi-
tion was applied as the highest quality non-personalized 
condition in terms of the VR equipment for comparison. In 
addition, because previous FR methods are not personalized 
based on individual parameters, the average FR was used 
as another non-personalized condition with a fixed level of 
computational resources. We evaluated the effects of this 
individualization by comparing our experimental results 
with those obtained with an averaged FR technique.

2  Related works

2.1  Human vision

Human vision comprises foveal and peripheral vision. This 
classification is based on the distribution of rod and cone 
photoreceptors in the human retina (Wald 1945). The ability 
to discriminate object information is mediated by the foveal 
area, which has a high spatial density of cone photorecep-
tors (Jacobson et al. 2007). The density of cones rapidly 
decreases toward the peripheral area of the retina. Previ-
ous studies suggested that people experience relatively high 
optical quality when objects fall within 30° of the fovea 
(Banks et al. 1991; Ogboso and Bedell 1987). However, as 
the eccentricity increases, the image quality deteriorates rap-
idly with defocusing, astigmatism, and chromatic aberra-
tions (Banks et al. 1991; Navarro et al. 1993). Therefore, the 
visual quality of the peripheral vision area, which occupies 
most of the retina (Strasburger et al. 2011), is fundamentally 
lower than that of the foveal area.

Human vision differs between individuals depending 
on biological and personal characteristics. For example, 
Murray et al. (2012) demonstrated that women exhibited 
substantially less saturation loss in their peripheral regions 
than men. Other studies (Cheung and Legge 2005; Sekuler 
et al. 2000) investigated how peripheral visual processing 
declines in aging. In these studies, older adults had more 
difficulty tracking targets than a control group (Cheung and 
Legge 2005; Sekuler et al. 2000). Individual differences in 
color perception and eye movements including antisaccade 

motions and smooth pursuit of objects have been found 
even within ethnically and anthropologically homogeneous 
groups (Emery and Webster 2019; Bargary et al. 2017).

Individualized approaches for assessing functional defi-
cits in human vision have been provided in ophthalmology. 
Two basic types of individualized visual tests have been 
developed, including static and kinetic tests. The Humphrey 
and Goldman visual field tests are representative methods 
for detecting various visual deficits (Goldmann 1946; Trope 
and Britton 1987; Zahid et al. 2014). The Humphrey vis-
ual field test can be used as an automated, relatively rapid 
supra-threshold static test for glaucoma screening and as 
a static threshold test. The measurements proceed as the 
participant fixes their gaze at the center of their visual field, 
and the participant responds with a buzzer when recogniz-
ing a luminous stimulus within their field of view (FoV). 
This method allows quantification of visual function and 
subsequent follow-up for patients with glaucomatous defects 
in the visual field (Trope and Britton 1987). In contrast, the 
Goldmann visual field test reveals scotomas that static tests 
may fail to detect (Zahid et al. 2014). This method tests the 
entire visual field with a stimulus that moves continuously 
from the periphery to the central area (Zahid et al. 2014). An 
eye doctor monitors the pupil of the subject using a telescope 
placed behind the perimeter during the examination and then 
records the visible range of the target.

2.2  FoV and FR

The FoV is the portion of the visual field in which objects 
are simultaneously visible during steady gaze fixation 
(Jang et al. 2016). It is an essential factor determining the 
quality of VEs (Lin et al. 2002; Masnadi et al. 2022). Par-
ticipants who experienced a wide FoV reported a greater 
sense of presence than those with a narrow FoV (Masnadi 
et al. 2022). Human vision consists of foveal and peripheral 
vision, and VR interactions can account for this character-
istic by using FoV manipulation and applying differential 
resolutions for the foveal and peripheral areas. This FR 
technique improves rendering performance while maintain-
ing visual quality (Guenter et al. 2012; Vaidyanathan et al. 
2014). In various studies, the central area, the resolution 
of the peripheral area, and the number of layers have been 
used as FR parameters (Guenter et al. 2012; Vaidyanathan 
et al. 2014). Guenter et al. (2012) rendered three eccentricity 
layers around the gaze point of a user and set different reso-
lutions depending on the layers. Vaidyanathan et al. (2014) 
proposed a method for achieving flexible resolution con-
trol in a rendering pipeline based on the vision layers used 
for FR. Subsequent studies applied additional extensions to 
achieve a more efficient FR while maintaining perceived 
visual quality. These studies classified different types of deg-
radation of the quality of peripheral vision such as resolution 
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manipulation, screen-space ambient occlusion, tessellation, 
and ray-casting steps (Swafford et al. 2016). Along similar 
lines, an FR system was developed to support lower latency 
in a VR system with contrast preservation, multiple resolu-
tions, and a saccade-aware temporal anti-aliasing technique 
(Patney et al. 2016). However, relatively few empirical stud-
ies have focused on individualized approaches (Hsu et al. 
2017).

2.3  Measurement of VEs

As mentioned, there is an inherent trade-off between reduc-
ing the computational cost rendering to a VR display and 
the quality of the user’s VE. Previous studies have evalu-
ated VE during FR based only on a single subjective ques-
tion on visual quality (Guenter et al. 2012; Hsu et al. 2017; 
Meng et al. 2020; Patney et al. 2016; Swafford et al. 2016). 
Reducing the computational resources allocated to rendering 
excessively tends to seriously deteriorate the quality of a VR 
experience in terms of realism and immersion. Thus, assess-
ing subjective perceptions in VEs in addition to performance 
and behavioral tendency is important (Lin et al. 2002; Mas-
nadi et al. 2022). These indices include simulator sickness 
and users’ sense of presence. The latter refers to the sense 
of being in a virtual environment while physically located in 
another place (Witmer and Singer 1998) and is an essential 
factor in VR. Presence is related to vividness and interac-
tion during an experience (Sheridan 1992); thus, a better 
VR system should provide a high degree of presence (Park 
et al. 2022). Simulator sickness also significantly influences 
the quality of users’ experience with VR. Simulator sickness 
is a form of motion sickness occurring due to exposure to 
VR (Park et al. 2022), which involves various symptoms 
such as nausea, sweating, drowsiness, and general discom-
fort (Kennedy et al. 1993). Factors such as vection, graphic 
resolution, and FoV are related to simulator sickness (Park 
et al. 2022; Tian et al. 2022).

In addition to subjective feelings, various behavioral 
aspects in VR tasks can serve as measures of the quality 
of a VR experience; by measuring gaze dispersion, gaze 
behavior and visual attention can also be examined. Thus, 
a wide variety of methods have been developed based on 
tracking users’ gaze in VR (Adhanom et al. 2020; Hirzle 
et al. 2019; Pai et al. 2019). Adhanom et al. (2020) identified 
whether users’ gaze patterns changed when their FoV was 
reduced with a restrictor. Similarly, in the present work, we 
investigated differences between different FR conditions in 
terms of how the participants moved their gaze to perform a 
VR task by comparing gazing movements. Head movement 
can also be used as an index to assess interaction techniques 
and VE quality during VR experiences (Kim et al. 2017; 
Jang et al. 2016). Kim et al. (2017) evaluated the quality 
of users' experiences using data on their head rotation and 

found that patterns of movement differed between different 
interaction conditions. The authors measured users’ head 
rotation to determine how much the participants moved their 
heads to identify information about the stimulus. Response 
times have also been used to investigate the effects of various 
VR conditions (Chen et al. 2018; Jang et al. 2016). Similarly, 
some studies have measured accuracy to look for a trade-off 
with user response times (Chen et al. 2018; Jang et al. 2016).

3  Methodology for individualized foveated 
rendering

In this study, we developed a methodology for IFR that can 
guarantee VE quality with fewer computational resources. 
As discussed above, FR reflects structural and functional 
characteristics of human vision. In these techniques, the ren-
dering areas corresponding to the visual field are divided 
into central and peripheral areas and a lower resolution is 
applied to the peripheral areas. Some relevant variables are 
generally considered before dividing the rendering area into 
segments representing users’ central and peripheral vision. 
Given that relatively little research has been conducted on 
personalized FR, we considered the elements most com-
monly used in previous studies. For example, we applied 
IFR to two layers (central and peripheral) rather than to three 
or more. Following the Goldmann visual field test (Gold-
mann 1946), we also used dynamic stimuli to measure the 
peripheral area on the assumption of an isomorphic distribu-
tion from the center of the fovea. First, we measured the size 
of the central area of the participants’ visual fields, and we 
then measured the resolution of the peripheral area. Table 1 
shows pseudocode for the measurement approach we used.

To measure the size of the central area, the participants 
fixed their gaze on a point at the center of their FoV. If a 
participant did not fix their gaze on the fixation point, their 
entire vision was blocked, and the procedure was paused 

Table 1  Pseudocode for measurement procedures
Interpupillary distance adjustment and eye calibration

REPEAT
IF centralArea > minCentralArea THEN

DECREMENT centralArea by 3.16 (per 1 second)

IF participantResponded THEN
SET centralArea to maxCentralArea

INCREMENT numTrials by 1

END IF
ELSE SET centralArea to maxCentralArea

END IF
UNTIL numTrials < 10

REPEAT
IF peripheralResolution < maxPeripheralResolution THEN

INCREMENT peripheralResolution by 1 (per 2 seconds)

IF participantResponded THEN
SET peripheralResolution to minPeripheralResolution

INCREMENT numTrials by 1

END IF
ELSE SET peripheralResolution to minPeripheralResolution

END IF
UNTIL numTrials < 10

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



 Virtual Reality           (2024) 28:25    25  Page 4 of 18

until they were able to fix their gaze stably. As shown in 
Fig. 1, we distinguished two areas, including a central area 
with the highest quality and a peripheral area in which a 
4 × 4 tile filter was applied as a quality deterioration. At the 
beginning of the measurements, we presented the measure-
ment graphic with the highest quality for the entire area. 
Then, the size of the highest quality area was isomorphically 
decreased at a speed of 3.16° per second until the participant 
was able to recognize the difference in the quality of graphic 
between the two areas. Participants were asked to press a 
button on a controller as soon as they recognized the bound-
ary. The measurement was interrupted if the participant did 
not respond after the size was reduced to 15°. Each trial 
continued for a maximum of 30 s, and the measurement was 
repeated ten times.

Before the measurement, we performed a practice session 
to ensure that the participants’ responses remained stable. If 
the standard deviation (SD) of three practice trials was less 
than 10°, the practice session was terminated; otherwise, 
practice continued until a stable response was achieved.

We also measured the resolution of the participants’ 
peripheral vision area (Fig. 1). First, the participants fixed 
their gaze on the fixation point. As in the measurement of 
the size of the central area, if the participants did not fix their 
gaze, the procedure was paused by blocking their entire vis-
ual field. Initially, the graphic was shown at the highest reso-
lution over the entire FoV without any differences between 
the central and peripheral areas. Subsequently, the rendering 
quality in the peripheral area was reduced by applying a 

downsampling filter every 2 s during the measurement. The 
participants were asked to press a button on a controller as 
soon as they recognized changes in quality. The procedure 
was stopped if the participant did not respond within 30 s, 
and the measurement session was repeated 10 times. Before 
the measurement, we also checked whether the participants’ 
responses were stable in the practice trials (i.e., that the SD 
of the last three practice trials was < 1).

4  Pilot study

We conducted a pilot study with two objectives. The first 
step involved determining the parameters for the average FR 
conditions used in the main and extension study. As men-
tioned earlier, we required two non-personalized conditions 
that used the full resolution of the VR system over the entire 
visual field and an average, non-personalized FR in addition 
to the IFR condition. For the full resolution, the parameters 
were simply set according to the maximum resources of the 
equipment. Of note, to the best of our knowledge, no stud-
ies in the relevant literature have considered an average FR. 
Therefore, we conducted a pilot study to determine the size 
of the central area and the resolution of the peripheral area 
to be used as the average FR condition parameters. The sec-
ond purpose of the pilot study was to determine criteria for 
dividing the participants into groups designated as “LCA” 
and “SCA.” Considering the heterogeneity of human vision 
across different anthropological groups (Cheung and Legge 

Fig. 1  Measurement process for individualized foveated rendering (top: measuring the size of the central area; bottom: measuring the resolution 
of the peripheral area)
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2005; Murray et al. 2012; Sanda et al. 2018) or even within a 
given group (Bargary et al. 2017; Emery and Webster 2019), 
we expected that the effects of IFR would be different for 
each individual. However, it was not possible to reflect all 
individual differences in this study. Hence, we controlled all 
the relevant parameters except the size of the central visual 
area and divided our participants into two groups according 
to their previously recorded individual measurements of this 
value. Then, we looked for differences in the efficiency of 
IFR between the two groups.

4.1  Participants

The experiment was approved by the research site institu-
tional review board of university. A detailed description 
of the procedure was provided to all participants and their 
written consent was obtained. Twenty participants without 
individual histories of problems with visual function were 
recruited, including 10 women and 10 men with a mean 
(SD) age of 24.45 (2.31). None of the participants had any 
mental disabilities according to the results of the symptom 
checklist-90-revised (SCL-90-R) (Derogatis and Unger 
2010). All participants were compensated for their time at a 
rate of $15 per hour.

4.2  Hardware and software

We used a head-mounted display (HMD) with an eye tracker 
to manipulate visual quality in central and peripheral areas 
that varied with the participants’ gaze movement. The 
selected HMD (HTC Vive Pro Eye, HTC, Taiwan) had a 
resolution of 1440 × 1600 pixels per eye, a refresh rate of 
90 Hz, and a diagonal FoV of 110°. The eye tracker that we 
used (Tobii Technology AB, Sweden) had a sampling rate 
of 120 Hz, a trackable FoV of 110°, and an accuracy range 
of 0.5° to 1.1°. The HTC Vive controller was used to record 
the participants’ responses. We used the SteamVR (Valve 
Co., USA) and Unity 2019.3.14f1 (Unity Technologies, 
USA) software frameworks to develop the VR program. 
The program was executed on a PC running the Windows 
10 Home (64-bit) (Microsoft, USA) operating system, with 
a 3.70-GHz Core i5-9600KF CPU (Intel Co., USA), 32 GB 
of RAM (Samsung, Korea), and a GeForce GTX 1660 Ti 
graphics card with 6 GB of graphics memory (NVIDIA, 
USA).

4.3  Measurement tasks

As discussed above, the size of the participants’ central 
areas and the resolution of their peripheral areas were meas-
ured first. These measurements were performed while the 
participants fixed their gaze at the center point. When the 
participants recognized low-quality areas within the FoV, 

they responded using the VR controller. After the practice 
session, participants performed 10 trials to ensure a stable 
response. The average value of the measurement results was 
used to set a boundary between the central and peripheral 
areas. Subsequently, the resolution of peripheral area was 
measured. Participants responded using the VR controller 
as soon as they felt that the quality of their peripheral vision 
had changed (i.e., worsened). Again, the participants per-
formed 10 trials after the practice session ensure a stable 
response. The average values of the measurement results 
were used to determine the quality of the peripheral area.

4.4  Procedures

The experimenter briefed the participants on information 
related to the experiment, including its purpose, contents, 
and the length of the procedure. The participants then 
responded to a set of demographic questionnaires including 
the SCL-90-R (Derogatis and Unger 2010). A practice ses-
sion was conducted in a virtual classroom environment (Pat-
ney et al. 2016). After a short rest, the size of the central area 
and resolution of the peripheral area were measured within 
the experimental environment as noted above. The partici-
pants were debriefed after all processes were completed.

4.5  Results

The average size of the participants’ central visual area was 
76.06° (SD = 14.67). The average resolution of the periph-
eral area was 5.80 pixel (SD = 1.45). Individual data on the 
size of the central area size and peripheral resolution are 
provided in Table 2. The sizes of the participants’ central 
areas did not differ significantly between males and females 
( t(18) = −.870, p = .396 ), nor did the average peripheral res-
olution ( t(18) = 1.248, p = .228 ). We determined the average 
size of the central visual area to be 76.06° (the overall aver-
age), which was used to divide the participants in the main 
study into two groups and for the average FR condition in 
the main study. The filter size for quality deterioration was 
set as five pixels, which was used for the average FR condi-
tion. We rounded the average resolution down to obtain an 
integer value for use in the main study.

5  Main study

In the main study, we evaluated the effect of the proposed 
IFR in comparison with the full-resolution and average FR 
conditions in both the LCA and SCA groups. The experi-
mental design was a 3 (conditions: IFR, average FR, and 
full resolution) × 2 (groups: LCA and SCA participants) 
within-subjects design. For the average FR condition, we 
used the central area size and peripheral resolution from 
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the pilot study. In the full-resolution condition, we used 
the maximum resources of the HMD hardware. In the IFR 
condition, participants with central sizes larger and smaller 
than 76.06° were assigned to the LCA and SCA groups, 
respectively. The dependent variables that we measured 
included the participants’ sense of presence, simulator 
sickness, perceptual sensations, task performance, gaze 
dispersion, and head movements.

5.1  Participants

All participants were given a detailed description of the 
procedure and completed written consent forms. A total of 
30 participants (8 women and 22 men) without any history 
of visual deficiency were recruited for the main study. The 
mean age of participants was 24.37 years (SD = 2.16). None 
of the volunteers had any mental disabilities as determined 
by the results of administering the SCL-90-R (Derogatis and 
Unger 2010). All participants were compensated at a rate of 
$15 per hour for their time. Fifteen of the 30 participants (4 
women and 11 men) with an average age of 24.40 were allo-
cated to the LCA group, and the remaining 15 participants 
(4 women and 11 men) with an average age of 24.33 were 
allocated to the SCA group.

5.2  Measurement tasks

As described above, we first measured the size of the cen-
tral visual area and resolution of the peripheral area of each 
participant.

5.3  Evaluation tasks

To evaluate the participants’ VEs in the three conditions for 
each group, we used a visual task (Fig. 2) that consisted of 
two types depending on the target stimulus. One was a color-
recognition task (Jang et al. 2016) in which the participants 
identified the color (red or blue) of a randomly appearing 
target. The second task focused on shape recognition (Chen 
et al. 2018) to identify the shape (sphere or tetrahedron) of 
a randomly appearing target. The specific settings for the 
visual tasks were similar to those used by Jang et al. (2016). 
All 62 stimuli were arranged over a 9 × 7 (horizontal × verti-
cal) spherical coordinate system (horizontal range of − 40° 
to + 40°; vertical range of − 30° to + 30°), excluding the 
center point, and had the same 10° radial distance. In each 
trial, a point was displayed at the center of the virtual envi-
ronment along with a sound effect to align the participant’s 

Table 2  Measurement results for mean (standard deviation) of the 
central area and the resolution of the peripheral area in the pilot study

Participant number Size of central 
area (°)

Resolution of 
peripheral area 
(pixel)

Gender

1 75.50 3.50 Female
2 90.25 5.00 Female
3 68.00 6.50 Female
4 50.75 6.50 Male
5 81.35 7.50 Female
6 77.45 5.50 Female
7 71.20 6.00 Female
8 68.05 9.50 Male
9 84.60 5.50 Male
10 48.20 8.00 Male
11 90.05 5.00 Male
12 80.45 4.50 Female
13 85.40 4.00 Female
14 41.25 6.50 Male
15 93.60 5.00 Male
16 76.80 6.50 Male
17 82.00 6.50 Female
18 77.70 5.00 Female
19 87.40 4.00 Male
20 91.15 5.50 Male
Average (male) 73.19 (19.84) 6.20 (1.60)
Average (female) 78.93 (6.52) 5.40 (1.24)
Average (all) 76.06 (14.67) 5.80 (1.45)

Fig. 2  Concept of the visual task used in the main study
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gaze. If the participant gazed at the target point, it then dis-
appeared. A stimulus randomly appeared in one of the 62 
locations. The participants pressed the left or right button on 
the controller as soon as they could discriminate the color 
or shape of the stimuli. The trials varied from 0.5 to 1.5 s 
in duration.

5.4  Dependent measurements

5.4.1  Presence questionnaire

The participants’ sense of presence during the VE was 
assessed using the presence questionnaire (PQ) (Witmer and 
Singer 1998), which consisted of 18 items for involvement/
control, resolution, interface quality, and naturality scored 
on a 7-point Likert scale (1 = not at all, 7 = completely).

5.4.2  Simulator sickness questionnaire

Simulator sickness was assessed using the simulator sickness 
questionnaire (SSQ) (Kennedy et al. 1993). The question-
naire comprises a 16-item symptom checklist scored on a 
4-point Likert scale (0 = not at all, 3 = severe).

5.4.3  Perception questionnaire

To ensure that the participant recognized the boundary 
between the central and peripheral areas, we used a ques-
tionnaire on area perception (APQ) with a 7-point Likert 
scale (1 = not at all, 7 = completely). The questionnaire 
asked, “Did you notice that the high-quality area of vision 
was narrow in the virtual environment?” In addition, a ques-
tionnaire on the participants’ perceptions of deterioration of 
visual quality (DPQ) with a 7-point Likert scale (1 = not at 
all, 7 = completely) was used to evaluate whether the partici-
pants perceived the reduced visual quality of the peripheral 
areas. The question used was “Did you notice that the qual-
ity of certain areas of the HMD was poor during the virtual 
experience?”.

5.4.4  Task performance

Response time was the main dependent measure of per-
formance on the tasks. For each stimulus, the participants’ 
response time was recorded as the time elapsed between the 
moment that they gazed at the center and the moment when 
they pressed a button on the controller, and the response 
times for 62 stimuli were averaged.

The accuracy (% of correct answers) was also recorded. 
Our results did now show any trade-off between response 
time and accuracy, and accuracy was quite high overall 
(> 98.73%, SD = 1.04), presumably because the task itself 

was simple. Thus, we did not consider accuracy as a key 
dependent variable.

5.4.5  Gaze dispersion

Gaze dispersion represents the length of the trajectories 
along which a user moves their gaze to identify a target dur-
ing a VE. The distance between the x- and y-coordinates of 
the point at the center of their gaze in the current and previ-
ous frames was calculated for each frame, and the gaze dis-
persion was calculated as the sum of these distances. In each 
trial, the gaze tracking process started with a gaze alignment 
and ended with the participant’s response.

5.4.6  Head movements

When the participants rotated their heads to identify the 
stimulus, their head rotation was measured as the sum of 
the rotation angles, i.e., the yaw, pitch, and roll directions 
(Kim et al. 2017). The process of measuring head rotation 
began with the gaze alignment at the beginning of each trial 
and ended with the response of the participant.

5.5  Procedures

The experimenter briefed the participants on the purpose 
of the experiment as well as its duration, procedures, and 
the equipment to be used (Fig. 3). The participants then 
responded to a demographic questionnaire and the SCL-
90-R (Derogatis and Unger 2010). Subsequently, a practice 
session was conducted in the experimental environment (a 
virtual classroom). After resting for 3 min, the participants 
performed a measurement task with their individualized 
IFR parameters. Then, the evaluation tasks (color-recog-
nition and shape-recognition tasks) were conducted with 
IFR, average FR, and full-resolution conditions in the same 
experimental environment (a virtual classroom). All the pro-
cesses were counterbalanced. After completing each condi-
tion, the participants responded to questionnaires on sense 
of presence, simulator sickness, and perception. Lastly, the 
participants were debriefed. The entire procedure lasted 
approximately 2 h.

5.6  Data analysis

All data were analyzed using the IBM SPSS 25.0 (SPSS Inc., 
USA) software package. The average values of the color- and 
shape-recognition tasks were used for the analysis. Normal-
ity was evaluated based on the skewness and kurtosis using 
a Kolmogorov–Smirnov test. Sphericity was evaluated using 
Mauchly’s test. Repeated measures of analysis of variance 
(RM ANOVA) for the three FR conditions (IFR, average 
FR, and full resolution) × two groups (LCA and SCA) were 
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conducted to examine differences depending on the FR con-
dition and group. If an interaction effect was found, post hoc 
analyses were conducted for each group using a paired ttest 
for multiple comparisons. The level of statistical significance 
was set at p < 0.05.

5.7  Results

5.7.1  Individual measurement results

In the main study, the average central area of all partici-
pants was 79.44° (SD = 10.10), and the average resolution 
of the peripheral area was 4.97 (SD = 0.96). The individual 
measurement results are presented in Table 3. The aver-
age central area of the LCA group was 88.30° (SD = 4.61), 
and the average resolution of the peripheral area was 4.93 
(SD = 1.16). In the SCA group, the average central area was 
70.57° (SD = 4.65), and the average resolution of the periph-
eral area was 5.00 (SD = 0.76). The central area of the LCA 
group was significantly wider than that of the SCA group 
( t(28) = −10.487, p < .001).

5.7.2  Presence questionnaire

A significant main effect of the FR conditions 
( F(2, 56) = 9.982, p < .001, 𝜂2 = .263 ) was observed on the 
presence score. However, the groups showed no significant 
main effect ( F(1, 28) = 1.973, p = .171, �2 = .066 ). Interac-
tion between the FR conditions and groups was significant 
( F(2, 56) = 4.181, p < .05, 𝜂2 = .130 ). A post hoc analysis 
(t test) for multiple comparisons was also conducted. As 
shown in Fig. 4A, in the LCA group, the presence scores 
of the IFR and full-resolution conditions were higher than 

those of the average FR condition ( t(14) = −2.564, p < .05 ; 
t(14) = −2.601, p < .05 ), whereas no significant differences 
were found between the IFR and full-resolution conditions 
( t(14) = −.712, p = .488 ). In the SCA group, the presence 
score under the full-resolution condition was significantly 
higher than under both the IFR ( t(14) = −3.910, p < .01 ) and 
average FR ( t(14) = −2.898, p < .05 ) conditions. The dif-
ference between the average FR and IFR was not significant 
( t(14) = 1.247, p = .233).

5.7.3  Simulator sickness questionnaire

There were no significant main effects of the FR condi-
tion ( F(2, 56) = .115, p = .891, �2 = .004 ) or of the groups 
( F(1, 28) = 1.495, p = .232, �2 = .051 ) on the simulator 
sickness scores. The results for simulator sickness are shown 
in Fig. 4B. Interaction between the FR condition and group 
was not significant ( F(2, 56) = .758, p = .473, �2 = .026).

5.7.4  Perception questionnaire

Signif icant  main effects  of  the FR condit ion 
(  F(2, 56) = 7.298, p < .01, 𝜂2 = .207  )  a n d  g r o u p 
(  F(1, 28) = 8.857, p < .01, 𝜂2 = .240  )  o n  t h e  A P Q 
were found.  Impor tant ly,  interact ion between 
the FR condition and groups was also significant 
( F(2, 56) = 5.074, p < .01, 𝜂2 = .153 ). A post hoc analysis 
of multiple comparisons is presented in Fig. 4C. In the 
LCA group, the scores obtained under the IFR and full-
resolution conditions were significantly lower than those 
under the average FR condition ( t(14) = 3.035, p < .01 ; 
t(14) = 2.280, p < .05 ). That is, the participants did 
not notice a significant difference in the vivid area 

Fig. 3  Experimental procedure for the main study. (B1, briefing; B2, 
debriefing; P1, practice session for the measurement of the central 
area; P2, practice session for the resolution of the peripheral area; P3, 

practice session for the evaluation task; Q1, pre-questionnaire; Q2, 
Q3, Q4, post-questionnaires)
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between the IFR and full-resolution conditions 
( t(14) = −.225, p = .825 ). This result also indicates that the 
perceived vivid area in the average FR condition was nar-
rower than that in the IFR and full-resolution conditions. 
In the SCA group, the scores from the full-resolution con-
dition were significantly lower than those from the average 
FR ( t(14) = 2.824, p < .05 ) and IFR ( t(14) = 3.332, p < .01 ) 
conditions. There was no significant difference between the 
average FR and IFR conditions ( t(14) = −1.362, p = .195 ), 
indicating that the perceived vivid area in the average FR 
and IFR conditions was narrower than those in the full-
resolution condition.

A significant main effect of the FR conditions on the 
DPQ score was found ( F(2, 56) = 5.767, p < .01, 𝜂2 = .171 ). 
However, no significant main effect of the groups 
( F(1, 28) = 2.278, p = .142, �2 = .075 ) was observed. In 
addition, there was no interaction between the FR condi-
tions and groups ( F(2, 56) = 1.772, p = .179, �2 = .060 ). 
The results of the DPQ are shown in Fig. 4D.

5.7.5  Response time

The main effect of the FR condition on the 
response t ime (Table  4)  was not  s ignif icant 
(  F(2, 56) = 1.459, p = .241, �2 = .050  ) ,  w h e r e a s  a 
significant main effect of the groups was observed 
( F(1, 28) = 4.662, p < .05, 𝜂2 = .143 , Table 4). There was 
no significant interaction between the FR conditions and 
groups ( F(2, 56) = .476, p = .624, �2 = .017).

5.7.6  Gaze dispersion

There were no significant main effects of the FR con-
d i t i o n s  (  F(2, 56) = .574, p = .566, �2 = .020  )  a n d 
groups ( F(1, 28) = 3.564, p = .069, �2 = .113 ) on the 
gaze dispersion (Table  4). Interactions between the 
FR conditions and groups were also not significant 
( F(2, 56) = 1.310, p = .278, �2 = .045 ). The gaze disper-
sion results suggest that there was no significant difference 
in total gaze movement across the FR conditions.

5.7.7  Head rotation

There were no significant main effects of the FR condi-
tion ( F(2, 56) = .147, p = .864, �2 = .005 ) and group 
( F(1, 28) = 3.278, p = .081, �2 = .105 ) on the head rotation 
(Table 4). There were no interactions between the FR con-
ditions and groups ( F(2, 56) = .160, p = .852, �2 = .006 ). 
Similar to gaze dispersion, the results for head rotation sug-
gest that there was no significant difference in total head 
rotation across FR conditions.

6  Extension study

In the main study, we found that the LCA group experi-
enced a similar level of VE quality under the IFR and full-
resolution conditions. Because this result was observed in a 
restricted experimental environment, we conducted an addi-
tional study to confirm these findings with a more general 
game application. To this end, we evaluated the proposed 
IFR methodology again using a first-person shooter (FPS) 
game similar to an existing game called VirtuaCop2 (SEGA 
Games, Japan). We also calculated the exact number of pix-
els that could be saved using the proposed method.

Table 3  Mean measurement results (standard deviation) of the central 
area and the resolution of the peripheral area in the main study

LCA Large central area; SCA Small central area

Participant number Size of central area 
(°)

Resolution of 
peripheral area 
(pixel)

Group

1 83.09 6.00 LCA
2 61.38 6.00 SCA
3 78.37 6.00 SCA
4 62.84 5.00 SCA
5 69.78 5.00 SCA
6 73.04 6.00 SCA
7 72.94 4.00 SCA
8 71.35 6.00 SCA
9 64.54 5.00 SCA
10 71.71 5.00 SCA
11 71.39 4.00 SCA
12 74.17 5.00 SCA
13 93.33 4.00 LCA
14 68.54 5.00 SCA
15 70.02 5.00 SCA
16 94.54 4.00 LCA
17 73.01 4.00 SCA
18 90.63 5.00 LCA
19 84.37 6.00 LCA
20 75.41 4.00 SCA
21 91.70 5.00 LCA
22 81.07 4.00 LCA
23 90.40 3.00 LCA
24 84.13 6.00 LCA
25 93.52 4.00 LCA
26 86.81 4.00 LCA
27 88.65 6.00 LCA
28 86.62 4.00 LCA
29 82.06 7.00 LCA
30 93.63 6.00 LCA
Average (LCA) 88.30 (4.61) 4.93 (1.16)
Average (SCA) 70.57 (4.65) 5.00 (0.76)
Average (entire) 79.44 (10.10) 4.97 (0.96)
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6.1  Participants

All participants were provided a detailed description of 
the experimental procedures and completed written con-
sent forms. Thirty-eight participants (15 women and 23 
men) with no history of visual deficiency were recruited. 
Their mean age was 27.00 years (SD = 5.48). None of the 
volunteers had any mental disabilities and they were com-
pensated $15 per hour for their participation. Twenty of 

the 38 participants (5 women and 15 men) were assigned 
to the LCA group (mean age = 26.65), and the others (10 
women and 8 men) were assigned to the SCA group (mean 
age = 27.39).

6.2  VR‑based first‑person shooter game

We developed a VR game similar to Virtual Cop2 (SEGA 
Games, Japan) for the extension study (Fig. 5). In the game, 

Fig. 4  A Results for the presence, B simulator sickness, C area perception, and D perception of deterioration of visual quality. *Significant at 
p < .05, **significant at p < .01. Note: IFR, Individualized foveated rendering; Average FR, Average foveated rendering

Table 4  Mean behavioral results (standard deviation) including the response time, gaze dispersion, and head rotation

LCA Large central area; SCA Small central area

LCA group SCA group

Individualized fove-
ated rendering

Average foveated 
rendering

Full resolution Individualized fove-
ated rendering

Average foveated 
rendering

Full resolution

Response time (s) 0.82
(0.11)

0.84
(0.11)

0.82
(0.08)

0.94
(0.17)

0.94
(0.17)

0.92
(0.18)

Gaze dispersion (cm) 18.12
(3.85)

18.44
(3.51)

18.19
(3.63)

20.59
(3.59)

19.64
(3.39)

21.04
(3.46)

Head rotation (°) 1401.17
(629.17)

1463.32
(669.50)

1428.88
(601.30)

1924.15
(820.68)

1925.14
(953.29)

1972.73
(1056.51)
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the player was tasked with reaching a specific designated 
location to distinguish an enemy target from simulated hos-
tages and then firing at the former. A target board with the 
word “Start” was displayed in front of the players in the 
virtual space just before they began the game. If the par-
ticipant hit the target correctly, the game began. When the 
participants arrived at the shooting position, five hostages 
and five enemies appeared in the 3D game area. If the par-
ticipants successfully suppressed all the enemies at that loca-
tion by firing at them, the players then moved on to the next 
position. The targets at each position were arranged over 
a 10 × 1 (horizontal × vertical) spherical coordinate system 
(horizontal range of − 55° to + 55°), and all targets had the 
same 10° radial distance. Because there were 10 shooting 
positions, a total of 50 enemies and 50 hostages appeared 
with corresponding sound effects.

6.3  Calculation of reduced number of pixel

The rendering cost was calculated for the IFR condition 
with the values of each individual based on their personal 
measurement results. Assuming that the distance between 
the center gaze point and the eyes is V  , the angle between 
the center gaze point and the peripheral point is e , and the 
maximum angle depending on the FoV of the HMD is emax , 
then the central region Ac , the peripheral region Ap , and the 
total region At are calculated as follows.

Assuming that the measurement results for the resolution 
of the peripheral area are r and the maximum number of 
pixels depending on the HMD is Pmax , then the number of 
pixels in the peripheral area Pp , the number of pixels in the 
central area Pc , and the number of pixels used for rendering 
Pused are related as given below.

At = �
{

tan
(

emax
)

× V
}2
;Ac = �{tan (e) × V}2;Ap = At − Ac.

The number of reduced pixels used for rendering was 
calculated according to these formulas.

6.4  Dependent measurements and conditions

We used the same dependent measurements as in the main 
study, including sense of presence, simulator sickness, per-
ception, task performance, gaze dispersion, and head move-
ment. We also used the same conditions and parameters 
applied in the main study, including the IFR, average FR, 
and full-resolution conditions.

6.5  Procedures

After the experimenter briefed the participants about the 
experiment, a VR practice session was conducted. Then, the 
IFR parameters were measured. Subsequently, the partici-
pants played the VR-based FPS game under the IFR, aver-
age FR, and full-resolution conditions in a counterbalanced 
order. After each condition, the participants responded to the 
questionnaires (presence, simulator sickness, and percep-
tion). They were then debriefed at the end of the experiment. 
The procedure lasted approximately 2 h.

6.6  Data analysis

RM ANOVA were conducted for the three FR conditions 
(IFR, average FR, and full resolution) × two groups (LCA 
and SCA) to examine the differences depending on the FR 
condition and group. If an interaction effect was found, post 
hoc analyses were conducted for each group using a paired 
t test for multiple comparisons. The level of statistical sig-
nificance was set at p < 0.05.

Pp = Pmax ×
Ap

At

×
1

r2
;Pc = Pmax ×

Ac

At

;Pused =
Pp + Pc

Pmax

.

Fig. 5  VR-based first-person shooter game with individualized foveated rendering condition
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6.7  Results

6.7.1  IFR measurement and results of reduced rendering 
pixels

The average central area of the LCA group was 85.11° 
(SD = 5.03), and the average resolution of the peripheral 
area was 5.10 (SD = 1.21). Given that 100% of the pixels 
were required for the full-resolution condition, the results 
suggest that the proposed IFR condition required 44.40% 
(SD = 7.46) as many pixels to be rendered. Table 5 shows 
the individual results for the LCA group.

The average central area of the SCA group was 64.00° 
(SD = 8.48), and the average resolution of the peripheral 
area was 5.54 (SD = 1.05). Given that 100% of the pixels are 
required for the full-resolution condition, the results suggest 
that the current IFR condition required 23.51% (SD = 5.94) 
as many pixels to be rendered (Table 6). It also suggests 
that the current IFR condition required 71.60% (SD = 18.09) 
pixels, given that 100% of the pixels are required for the 
average FR condition.

6.7.2  Presence questionnaire

The results of a 3 × 2 ANOVA showed significant main effects 
of the FR condition ( F(2, 72) = 5.941, p < .01, 𝜂2 = .142 ) on 

the presence score. However, no significant main effect of 
the groups was found ( F(1, 36) = .092, p = .763, �2 = .003 ). 
Interaction between the FR conditions and groups was signif-
icant ( F(2, 72) = 6.018, p < .01, 𝜂2 = .143 ). The results of t 
test conducted as the post hoc analysis for multiple compari-
sons are presented in Fig. 6A. The LCA participants reported 
experiencing a significantly lower presence under the average 
FR condition than under the IFR ( t(19) = −3.801, p < .001 ) 
and full-resolution conditions ( t(19) = −4.833, p < .001 ). 
There was no significant difference between IFR and full-
resolution condition ( t(19) = −.388, p = .702 ). In the SCA 
group, there were no significant differences between the IFR 
and average FR conditions ( t(17) = −.987, p = .338 ), IFR 
and full-resolution conditions ( t(17) = −1.468, p = .160 ), 
or between the average FR and full-resolution conditions 
( t(17) = −.610, p = .550).

6.7.3  Simulator sickness questionnaire

The main effect of the FR condition was not significant 
( F(2, 72) = .203, p = .817, �2 = .006 ) and the groups 
( F(1, 36) = .330, p = .569, �2 = .009 ). Interactions between 
the FR conditions and groups was not significant, either 
( F(2, 72) = 1.358, p = .264, �2 = .036 ). The results for simu-
lator sickness are shown in Fig. 6B.

Table 5  Measurement results of 
the large central area group in 
the extension study

Participant number Central area (°) Resolution of peripheral 
area (pixel)

Used pixel compared with 
full-resolution condition 
(%)

1 88.10 5.00 48.05
2 91.92 4.00 55.40
3 90.93 4.00 53.73
4 78.79 6.00 34.93
5 85.13 5.00 43.70
6 80.08 5.00 37.23
7 79.85 8.00 35.36
8 76.44 5.00 33.19
9 89.96 4.00 52.15
10 83.43 4.00 42.78
11 85.71 4.00 45.82
12 92.18 4.00 55.85
13 79.25 4.00 37.76
14 80.15 7.00 36.04
15 79.27 7.00 34.99
16 88.78 4.00 50.30
17 89.40 5.00 50.09
18 88.64 6.00 48.24
19 87.62 6.00 46.64
20 86.62 5.00 45.83
Average (standard 

deviation)
85.11 (5.03) 5.10 (1.21) 44.40 (7.46)
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Table 6  Measurement results of 
the small central area group in 
the extension study

Participant number Central area (°) Resolution of peripheral 
area (pixel)

Used pixel compared with 
full-resolution condition 
(%)

1 71.58 6.00 27.55
2 58.06 6.00 17.46
3 69.45 7.00 25.11
4 74.77 4.00 33.09
5 73.52 5.00 30.27
6 68.51 6.00 24.88
7 56.07 4.00 19.28
8 62.83 4.00 23.40
9 62.88 5.00 21.59
10 59.19 6.00 18.15
11 70.19 3.00 32.63
12 72.19 6.00 28.12
13 52.13 4.00 17.25
14 68.95 6.00 25.25
15 57.10 5.00 17.93
16 55.72 4.00 19.09
17 46.13 5.00 12.53
18 72.76 5.00 29.55
Average (standard 

deviation)
64.00 (8.48) 5.54 (1.05) 23.51 (5.94)

Fig. 6  Results for A sense of presence, B simulator sickness, C area 
perception, and D perceived deterioration of visual quality. *Sig-
nificant at p < .05, **significant at p < .01, ***significant at p < .001. 

Note: IFR, Individualized foveated rendering; Average FR, Average 
foveated rendering

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



 Virtual Reality           (2024) 28:25    25  Page 14 of 18

6.7.4  Perception questionnaire

A significant main effect of the FR condition 
( F(2, 72) = 4.561, p < .05, 𝜂2 = .112 ) on the APQ score 
was observed. Differences of the group main effect were 
not significant ( F(1, 36) = .013, p = .909, �2 = .000 ). How-
ever, interaction between the FR condition and groups 
was significant ( F(2, 72) = 4.292, p < .05, 𝜂2 = .107 ). The 
results of the post hoc t test for multiple comparisons are 
shown in Fig. 6C. The results indicated that the LCA par-
ticipants felt a narrower vivid area under the average FR 
condition than under the IFR ( t(19) = 2.843, p < .01 ) and 
full-resolution conditions ( t(19) = 2.332p < .05 ). The dif-
ference between the IFR and full-resolution conditions 
( t(19) = −.282, p = .781 ) was not significant. In the SCA 
group, there were no significant differences between the 
IFR and average FR ( t(17) = 1.257, p = .226 ) or between 
the average FR and full resolution ( t(17) = 1.399, p = .180 ). 
However, these participants felt significantly narrower vivid 
areas under the IFR conditions than under the full-resolution 
conditions ( t(17) = 2.496, p < .05).

In  te r ms of  the  DPQ score ,  the  resu l t s 
show significant main effects of the FR condi-
t i o n  (  F(2, 72) = 4.761, p < .05, 𝜂2 = .117  ) .  T h e 
main effect of the groups was not significant 
(  F(1, 36) = 2.779, p = .104, �2 = .072  ) .  I n t e r a c t i o n 
between the FR condition and group was significant 
( F(2, 72) = 7.133, p < .01, 𝜂2 = .165 ). Figure  6D shows 
the results of the post hoc t test. In the LCA group, par-
ticipants felt that the peripheral area quality under the 
average FR condition was significantly worse than that 
under the IFR ( t(19) = 3.327, p < .01 ) and full-resolution 
conditions ( t(19) = 3.651, p < .01 ). There was no signifi-
cant difference between the IFR and full-resolution con-
ditions ( t(19) = .490, p = .629 ). In the SCA group, there 
were no significant differences between the IFR and aver-
age FR ( t(17) = 1.740, p = .100 ), IFR and full resolution 
( t(17) = 1.836, p = .084 ), or average FR and full-resolution 
conditions ( t(17) = .338, p = .740).

6.7.5  Response time

There were no significant main effects of the FR condition 
( F(2, 72) = .610, p = .546, �2 = .017 ) nor of the groups 
( F(1, 36) = .248, p = .621, �2 = .007 ) on the response time. 
Moreover, there was no interaction between the FR con-
dition and groups ( F(2, 72) = 1.895, p = .158, �2 = .050 ). 
Table 7 shows the results and indicates that the participants 
did not present a longer response time under the IFR condi-
tion during the task than under the other conditions.

6.7.6  Gaze dispersion

There were no significant main effects of the FR conditions 
( F(2, 72) = .795, p = .456, �2 = .022 ) nor of the groups 
( F(1, 36) = 2.148, p = .151, �2 = .056 ) on gaze dispersion. 
Interaction between the FR condition and groups was not 
significant ( F(2, 72) = 1.283, p = .283, �2 = .034 ). Table 7 
shows the results; there was no significant difference in the 
total gaze movement across the FR conditions.

6.7.7  Head rotation

There were no significant main effects of the FR condition 
( F(2, 72) = 1.583, p = .212, �2 = .042 ) nor of the groups 
( F(1, 36) = .085, p = .773, �2 = .002 ) on the head rotation. 
Interaction between the FR condition and group was not 
significant ( F(2, 72) = .310, p = .734, �2 = .009 ). Table 7 
shows the results; there was no significant difference in total 
head rotation across the FR conditions.

7  Discussion

In this study, we proposed an individual approach to FR 
and evaluated its usefulness in comparison with conven-
tional average FR and full-resolution conditions. Overall, 
the results showed that the VE under the IFR condition was 
comparable to that under the full-resolution condition in the 

Table 7  Behavioral results of the extension study in terms of mean values (standard deviation) including the response time, gaze dispersion, and 
head rotation

LCA Large central area; SCA Small central area

LCA group SCA group

Individualized fove-
ated rendering

Average foveated 
rendering

Full resolution Individualized fove-
ated rendering

Average foveated 
rendering

Full resolution

Response time (s) 1.81
(0.38)

1.76
(0.39)

2.05
(1.20)

1.64
(0.43)

2.02
(0.77)

1.73
(0.38)

Gaze dispersion (cm) 22.37
(10.82)

25.84
(13.96)

22.80
(8.83)

19.14
(4.69)

19.47
(3.99)

21.31
(11.23)

Head rotation (°) 2990.24
(1011.14)

3203.54
(835.73)

2890.64
(904.79)

2938.93
(748.42)

3024.54
(835.73)

2904.54
(817.69)
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LCA group in both the main experiment and the extension 
study. Furthermore, it was significantly better than that under 
the average FR condition. These results suggest that IFR can 
guarantee a level of VE comparable to that of full resolu-
tion with approximately half the computational resources 
or less. However, in the SCA group, the effects of the IFR 
were not evident. In this group, although the IFR condition 
was not as effective as full resolution, it was comparable to 
or better than the average FR. Overall, the results show that 
our proposed IFR was efficient in terms of VE quality with 
reduced computational resources.

The rendering resources allocated to the peripheral area 
were reduced using our proposed IFR method. However, 
the quality of the users’ VE did not deteriorate in the LCA 
group. One possible reason for such a good ratio of quality 
to computational resources may be that we used an HMD 
device that supports eye-tracking technologies (Stengel et al. 
2015). That is, when a participant moves their gaze, the 
central area moves accordingly, which makes it difficult to 
recognize degradation of the visual quality of the periphery 
(Guenter et al. 2012; Patney et al. 2016). This does not suf-
fice, however, because human vision is quite heterogeneous 
across individuals or ethnic groups (Bargary et al. 2017; 
Cheung and Legge 2005; Emery and Webster 2019; Sekuler 
et al. 2000). Thus, each user might perceive a different qual-
ity of VE even under the same FR parameters. Therefore, in 
addition to eye tracking, the individualization technique used 
in our design may have played an essential role in the results 
obtained. Note that the average FR condition also used an 
eye-tracking technique; however, IFR could additionally pro-
vide personalized vision for each individual. These results 
show that the current IFR method performed successfully in 
terms of individualization and was beneficial for maintaining 
high VE quality with fewer computational resources.

In the SCA group, the effect of the IFR condition differed 
from the LCA group. In this study, the effect of IFR was 
less than that of full resolution and similar to the average 
FR in the main study, and no difference was found across 
FR conditions in the extension study. Similarly, the effect of 
the IFR condition was weaker than that of full resolution, 
with no difference from the average FR in the perception 
measurements. These results suggest that the SCA partici-
pants exhibited relatively insensitive vision. Thus, further 
consideration of enhancing the VE quality of an SCA group 
is necessary. However, the IFR methods in this group had 
effects similar to those of the average FR and required fewer 
computational resources than the average FR. Overall, the 
results show that the proposed IFR was useful for saving 
resources across the two groups.

The demand for graphical realism is rapidly increasing, 
and finding a balance between rendering resources and the 
quality of graphical realism is a key necessity in practi-
cal applications (Cheung and Legge 2005; Adhanom et al. 

2020). Our results emphasize the importance of the proposed 
IFR method. The proposed IFR method can help developers 
find a “sweet spot” for each person in terms of deterioration 
of visual quality and subjective perception. Moreover, the 
IFR could be more effective in actual applications than in 
the restricted experimental environment of the main study 
as shown by the DPQ results from the main and extension 
studies. The LCA participants did not perceive differences 
in visual quality in the peripheral areas across the FR condi-
tions in the main study, but they did perceive a difference 
in the extension study. For example, the main and exten-
sion studies varied in terms of the area in which the target 
objects were arranged. In the main study, we arranged the 
targets in an area marginally larger than the FoV to evaluate 
perception based on the visual condition rather than head 
rotation. In contrast, the targets in the extension study were 
arranged in an area provided by the VR equipment. Thus, 
the participants could move their gaze more widely and 
noticed the latency more easily. Notably, the target area and 
latency in the extension study showed improved results on 
the DPQ only under the IFR condition. These results suggest 
that the proposed IFR method could be expected to perform 
even better in a real application. In addition, the proposed 
method could save additional computational resources with 
an HMD with a wider field of view. By using an HMD that 
provides 8 K resolution with a 200° diagonal FoV (i.e., 
Pimax Vision 8 K; Pimax, China), we could reduce the com-
putational resources required by approximately 90%. Inter-
estingly, most computational resources of modern HMDs 
are allocated to the peripheral area, and the benefits of the 
proposed IFR method are dramatically greater for wider or 
high-resolution HMDs.

We found similar patterns across the IFR, average FR, 
and full-resolution conditions in terms of response time, 
gaze dispersion, and head rotation between the LCA and 
SCA groups. The fact that there were no differences in gaze 
dispersion and head rotation suggests that the behavioral 
patterns were not significantly different despite the quality 
deterioration caused by IFR. If peripheral vision was hin-
dered in the IFR condition, the user would have to move 
either their head or their gaze to find the target. However, the 
targets could be recognized through the current peripheral 
vision, and the participants required a similar response time 
for recognition across all conditions. That is, the behavioral 
patterns were maintained despite the deterioration of periph-
eral vision quality in this study, which shows the efficiency 
of proposed IFR method (i.e., comparable visual experience 
to FR with fewer computational resources).

We found that the IFR did not have the same effect in the 
SCA group. The LCA group had similar levels of VEs under 
the IFR condition compared to the full-resolution condition, 
which suggests that they had robust vision capability and 
accurate responses with the proposed method. However, 
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this was not true in the SCA group, for which we believe 
there are three potential reasons. One possibility is that the 
sensitivity of the SCA group in recognizing visual context 
changes in the static vision condition was lower than that 
in the dynamic vision conditions with eye movement and 
head rotation. As we mentioned, studies on ophthalmol-
ogy have provided two types of visual field tests, including 
static and dynamic tests, i.e., the Humphrey and Goldmann 
tests (Goldmann 1946; Trope and Britton 1987; Zahid et al. 
2014). Our method is similar to the Goldmann visual field 
test (Zahid et al. 2014) because the target stimulus moves. 
The SCA participants who perceived lower quality in the 
dynamic visual field environment might have experienced 
some differences in perceiving the quality of the visual fields 
in a static state. To address this possibility, we propose a 
lower-bound adjustment of the IFR parameters. Although 
exact lower-bound values should be measured through fur-
ther research, our results suggest that effects in terms of 
inaccurate measurements or late responses could be mini-
mized if we provided average or higher values to individuals 
in the SCA group. This lower-bound adjustment would also 
be helpful to compensate for potential measurement fail-
ures of some participants. Another possibility is the order in 
which the parameters were measured could have had some 
effect. We measured the central area first and then meas-
ured the visual quality level of the peripheral vision. Some 
participants may have a narrow FoV, whereas others may 
lack the ability to recognize details within their FoV. Human 
vision is heterogeneous (Cheung and Legge 2005; Murray 
et al. 2012; Sanda et al. 2018) and variations between indi-
viduals must be considered. However, we fixed the quality 
degradation at a general level and measured the central area 
first. This may have hindered the precise measurement of 
the central area in some participants with less ability to per-
ceive quality degradation. Therefore, further experiments 
should control for the order in which the parameters are 
measured to confirm any such differences. In addition, the 
longer response times and higher frequency of errors in the 
SCA group could be related to the experimental procedure. 
Although we tried to achieve stable responses from the par-
ticipants, they could have had difficulties with the responses 
to the IFR measurement task. This possibility may not have 
been fully eliminated in this current study. Our results also 
suggest that participants in the SCA group generally had a 
slower response time than those in the LCA group.

This study also involves some notable limitations and 
suggests some promising avenues for future research. First, 
only two FR parameters (central area and resolution of 
peripheral area) were used. Because various FR parame-
ters have been proposed in previous studies (Guenter et al. 
2012; Vaidyanathan et al. 2014), additional parameter set-
tings that could be individualized should be considered. A 
larger number of layers or a different order of parameter 

individualization would be also beneficial for future stud-
ies. Second, the participants recruited in this study were 
young and had no ocular diseases. Although the partici-
pants showed sufficient individual differences, our results 
should be evaluated with more diverse age groups and with 
participants with visual impairments. Third, different types 
of quality degradation in the peripheral region or ultra-high-
quality rendering in the central region should be investi-
gated along with individualization. Previous studies have 
suggested some potential approaches to overcome quality 
degradation (Meng et al. 2020; Park et al. 2022) and achieve 
realistic rendering (McAuley et al. 2013; Overbeck et al. 
2018), which should be investigated along with the proposed 
individualization method.

8  Conclusion

In this study, we have proposed an IFR method inspired 
by a medical methodology. Although the IFR technique 
reduced the rendering resources required to provide a VE, 
the user VE did not decrease. Humans differ in terms of their 
peripheral vision depending on individual characteristics, 
and the proposed method demonstrates the advantages of 
individualization in FR. The proposed IFR is a flexible tech-
nique in terms of rendering efficiency, and provides a use-
ful approach for the future individualization of eye-tracking 
HMD-based interactions. In the near future, we plan to use 
wider HMDs, which may require additional computational 
resources when applying VR. While recognizing the limita-
tions of the empirical contributions of this study, we hope 
that the results will contribute to the development of new 
methods and questions and renew enthusiasm for inquiries 
into individualized VR.
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