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Figure 1. We created a virtual environment for designers, in which they can generate and arrange an arbitrary number of devices that execute real-
world web applications (A). This allows simulation of existing interactive spaces and multi-device systems (B, C) [71], as well as sketching of new 
interactions with diverse tracking systems or futuristic devices, e.g., a cylindrical touch screen (D). 

ABSTRACT 
We propose using virtual reality (VR) as a design tool for 
sketching and simulating spatially-aware interactive spaces. 
Using VR, designers can quickly experience their envisioned 
spaces and interactions by simulating technologies such as 
motion tracking, multiple networked devices, or unusual form 
factors such as spherical touchscreens or bezel-less display 
tiles. Design ideas can be rapidly iterated without restrictions 
by the number, size, or shape and availability of devices or 
sensors in the lab. To understand the potentials and challenges 
of designing in VR, we conducted a user study with 12 in-
teraction designers. As their tool, they used a custom-built 
virtual design environment with finger tracking and physics 
simulations for natural interactions with virtual devices and ob-
jects. Our study identified the designers’ experience of space 
in relation to their own bodies and playful design explorations 
as key opportunities. Key challenges were the complexities of 
building a usable yet versatile VR-based "World Editor". 
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INTRODUCTION 
Interactive spaces are ubiquitous computing environments that 
integrate multiple connected post-WIMP1 devices in settings 
such as meeting rooms, visualization labs, control rooms, or 
design studios [45]. They combine devices such as interactive 
walls [33], tabletops [89], or mobile devices like tablets and 
smartphones [34, 54, 73], which are connected via custom-
built applications that enable data sharing and collaboration. 
The design of interactive spaces is an ongoing research topic 
in HCI but remains challenging because it requires a focus 
on interaction and visualization techniques, as well as on the 
physical environment, spatial layout, and form factors of de-
vices [45]. Interactions and spatial design must both fit the 
users’ tasks, workflows, and ergonomic requirements [45], 
or they must be sufficiently configurable to adapt to chang-
ing user needs [55]. Hence, recent research has focused on 
spatial-awareness, allowing interactive spaces to react to con-
figurations and movements of users and devices in a meaning-
ful manner by means of proxemic [56, 57] or spatially-aware 
interactions [21, 73, 74, 93]. Ideally, interaction with such 
spaces is facilitated through familiar spatial actions instead of 
complex commands [74], and thus feels "natural" [45]. 

Given the lack of tools and methods for testing multi-device 
experiences [22] and, especially, spatially-aware interactive 
spaces, designers currently need to set up motion tracking 
systems [47, 56, 57, 72, 73, 94] and juggle many different de-
vices and display configurations [34, 55, 95] during distributed 
development with experimental tools [14, 15, 27, 38, 40, 60, 
61, 62, 80]. Prototypes must be tested with multiple physical 
devices (e.g., using six [71] or even more than ten tablets [34]) 
and for different form factors, e.g., large walls [49], tabletops 
[33, 88, 95], curved or spherical displays [8, 86, 92]. 

1post-WIMP = diverging from the traditional "window, icon, menu, 
pointing device" interaction style of personal computers [43] 
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To address some of these challenges, we propose a design 
approach that uses VR as a tool for sketching and simulating 
spatially-aware interactive spaces. VR enables designers to 
rapidly create simulations of existing and futuristic spaces, 
devices, and sensors. These can then be virtually experienced, 
without the need for physically building or acquiring them. 
Designers can thereby easily populate arbitrarily large spaces 
with advanced technologies such as bezel-less display tiles, 
interactive walls and tabletops, spherical touchscreens, or dif-
ferent motion trackers. Design ideas can rapidly be iterated, 
without restrictions in the number, size, and shape of available 
devices or sensors in the lab. 

During a typical four-phase user-centered design cycle (e.g. 
UNDERSTAND, DESIGN, PROTOTYPE, EVALUATE [36, 
91]), our proposed approach is most relevant for the phases 
of DESIGN and PROTOTYPE. During the DESIGN phase, 
VR supports "sketching user experiences" in the sense of Bux-
ton [12] by letting designers rapidly and inexpensively create, 
elaborate, and test many concurrent design ideas during early 
ideation. This helps to achieve global design maxima as op-
posed to only iterative improvements. Using VR, designers 
can turn the physical environment into a domain of design 
[45] by rapidly changing room sizes and shapes and placing 
arbitrary numbers of devices of different shapes and sizes 
therein. Designers can also use physical locomotion in VR 
to experience ergonomics, visibility, and reachability without 
requiring room- or wall-sized physical mockups or mock de-
vices. During the PROTOTYPE phase, VR saves designers 
from needing physical lab space and setting up many different 
devices, e.g., up to 75 screens [49]. Instead, designers can test 
and experience their apps in VR on different virtual devices 
and screens of arbitrary sizes, numbers, or shapes. Designers 
can also test spatially-aware interactions without physically 
installing sensors and tracking systems by using the motion 
data from off-the-shelf VR headsets and controllers. 

The goal of this paper is to understand the technological fea-
sibility of our proposed approach, and how it could affect 
design practices. After discussing related work, we therefore 
first identify key technological challenges and solutions to 
contribute answers to the following research questions by de-
scribing the requirements and solutions that we applied in our 
technical implementation of a custom-built experimental VR-
based design tool: RQ1 – "What are promising key technolo-
gies and architectures for a VR-based tool to design spatially-
aware interactive spaces?". RQ2 – "Can a VR-based tool 
convincingly simulate relevant aspects of interactive spaces 
to facilitate their design (e.g., arbitrary numbers, shapes, and 
sizes of devices and different motion tracking systems)?" After 
this, we identify key opportunities and challenges of our pro-
posed approach based on our observations from a user study 
with 12 interaction designers who used our experimental tool 
to complete different design exercises. By this, we contribute 
answers to RQ3 – "How do designers use and experience an 
experimental VR-based design tool for interactive spaces in 
early design phases? What opportunities and challenges can 
be observed?". Our results can guide future work on VR-based 
design tools for spatially-aware interactive spaces. 

RELATED WORK 
There is a wide range of HCI and VR publications related to 
our research. Here, we focus our discussion on three main 
topics: (1) VR-based design tools and design processes, (2) 
tools for designing multi- and cross-device interactive spaces, 
and (3) tools for proxemics or spatially-aware interactions. 

VR-based Design Tools and Design Processes 
We differentiate between design and prototyping tools that 
were created for designing AR or VR user experiences (e.g., 
[31, 32, 35, 80]), and design tools that enable designing user 
experiences of interactive products within AR/VR environ-
ments (i.e., AR/VR-based design tools). While the former is a 
well-researched field, the latter has not yet been extensively 
explored and is therefore the main focus of our research. 

3D design with VR: Digitally mediated design processes have a 
long tradition in HCI research, e.g., providing PC-based tools 
for quickly creating and manipulating architectural 3D models 
during conceptual design [67]. In contrast to such a 2D user 
interface, presenting designers with stereoscopic 3D models 
in a virtual environment (VE) allows them to experience their 
designs from a first-hand perspective [17] and can enhance 
their experiential understanding of the metrics of designed 
spaces [42]. Experiencing immersive VR by wearing a head 
mounted display (HMD) leads to a high degree of presence 
[79], making users feel like they are experiencing a place in-
stead of a story. This leads to behavior that is strongly adjusted 
to the VE. For example, if the virtual world is experienced as 
an everyday place (e.g., an office), a high level of immersion 
can lead users to exhibit expectations and behavior that are 
typically associated with that place. This makes immersive 
VR a powerful tool for the design and evaluation of simulated 
spaces. Immersion also differentiates 3D modeling in VR 
from modeling in outdoor environments using AR [70]. In 
contrast to VR, AR remains spatially-situated in real-world 
environments. 

Sketching and rapid prototyping in VR: According to Buxton, 
sketching is of particular importance for designers and has for 
centuries been the archetypical activity of design [12]. Tools 
like HoloSketch [19, 20] introduced sketching into VR, an 
approach that was evaluated by Arora et al. [2]. However, 
existing VR sketching tools focus primarily on static 3D mod-
eling and not on sketching and manipulating interactions or 
transitions, which are key activities when designing interactive 
spaces. In other work, VR-based digital mock-ups (DMUs) 
and virtual prototypes (VPs) [84] are used to complement 
or replace rapid prototyping [26]. Astheimer et al. [3, 4] 
designed two early prototyping systems for industrial applica-
tions. Based on these, Dai et al. [18] describe three resulting 
use cases for the automotive industries in which CAD data and 
simulation results were visualized. VPs are also used in prod-
uct design (e.g., for washing machines [10]), or in architecture 
and interior design prototyping (e.g., for hospital rooms [23]). 
However, the goal of that work was not the design or simula-
tion of a product’s interactive behavior, but solely its physical 
characteristics. 

Simulating interactions in VR: More related to our work is the 
research of Jayaram et al. [44] who used VR to let engineers 
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simulate and interactively experience the assembly process of 
a product to support the conceptual design phase and ensure 
"producibility." They applied physics simulations during the 
virtual assembly tasks, to enable reaching studies and other 
ergonomic evaluations. Gomes de Sa and Zachmann [28] 
similarly employ physics simulations during the verification of 
assembly and maintenance processes in VR. Furthermore, An 
et al. [1] explore collaborative interaction design of a vehicle 
prototype in VR including haptics. They enable designers 
to sketch the vehicle’s interior and contours of instruments 
or displays, from within and outside the VE. However, the 
interactive behavior, functionality, and application logic of 
displays are not directly integrated into the VE and need to be 
provided externally by a Wizard of Oz. VR technology has 
also been used to simulate interactive AR systems, for example 
to overcome current technological restrictions of AR HMDs 
by simulating a much wider field of view [76]. Toolkits like 
ExProtoVAR [68, 69] reconstruct parts of the real environment 
and augment them inside a VE, to sketch and evaluate AR 
ideas and interaction techniques. The approach of using VR 
to simulate AR environments to experiment and evaluate their 
usability has also been proposed by Ragan et al. [75]. 

Design fiction in VR: Finally, VR has also been used to create 
immersive design fiction, for example by McVeigh-Schultz et 
al. [58]. In their work, speculative interactions were embed-
ded within a VR story world and shown to industrial designers 
and engineers, to let them experience novel technologies for 
ideation and collaboration. In contrast to our work, this re-
search focuses on story-driven, embodied experiences that are 
prepared in advance. Our goal is to let designers create own 
designs and develop own stories of use ad hoc within the VE. 

Tools for Multi- and Cross-Device Interactive Spaces 
Multi- and cross-device interactive spaces are an ongoing 
research topic in HCI ranging from early explorations such 
as PARC’s Pads and Liveboards [85], i-Land [82], or Sen-
tient Data Access [25], to middleware implementations (e.g., 
Shared Substance [27]), or user studies of fully operational pro-
totypes like NiCE [33] and WeSpace [88]. The vast majority of 
design tools for multi- and cross-device interactive spaces are 
targeted at developers, allowing them to distribute interfaces 
between devices programmatically, or use special authoring 
tools [60]. From a designer’s perspective, the necessary tools 
(e.g., software frameworks [6, 27, 46]) are often too difficult 
to use for quickly exploring design ideas or understanding 
important technological, design, and social challenges [29]. 

Dong et al. [22] identified three key challenges for creating 
useful, usable, and delightful multi-device experiences: 1.) 
the difficulty in designing the interactions between devices, 2.) 
the complexity of adapting interfaces to different platform UI 
standards, and 3.) the lack of tools and methods for testing 
multi-device user experiences. Different tools have therefore 
attempted to narrow the gap between design and develop-
ment. For example, XDStudio [63] is a GUI builder designed 
to support interactive development of cross-device web in-
terfaces. It allows for "simulated authoring" (i.e., designing 
for a multi-device environment on a single device by simu-
lating other target devices) and "on-device authoring" (i.e., 

designing on the target devices themselves). In subsequent 
work, Nebeling et al. [61] have created cross-device browsers 
that enable non-technical users to distribute single-device web 
interfaces to multiple devices, including semi-automatic tech-
niques for page segmentation and distribution [60]. These can 
be used to elicit multi-device designs from end-users and also 
to experience these as a designer. Weave [14] is a framework 
for scripting cross-device wearable interactions in JavaScript 
and easy-to-use high-level APIs. Expanding on that, Chi et 
al. [15] further support developers by analyzing scripts and 
automatically generating visual illustrations of step-by-step 
cross-device interactions as storyboards. Therefore, their tar-
get audience could potentially include technically versed de-
signers. WatchConnect by Houben et al. [38] also supports 
designers and developers in prototyping cross-device applica-
tions that use the watch as both input device and output display. 
Finally, SurfaceConstellations by Marquardt et al. [55] allows 
designers to explore the ergonomic qualities of multi-device 
interactions. It provides a modular hardware platform for link-
ing multiple mobile devices to easily create novel cross-device 
workspace environments. It includes a comprehensive library 
of 3D-printed link modules to connect and arrange tablets 
into new workspaces, and capacitive connector links between 
tablets for automatic recognition of connected devices. 

While the afore-mentioned tools share our goal of support-
ing designers and developers, our approach is fundamentally 
different in that we move the design process from real-world 
2D screens into a VE. Thereby, we can transcend the need 
for physically providing displays, or spatial settings and can 
simulate an arbitrary number of devices, including futuristic 
and speculative interactions. 

Tools for Proxemics and Spatially-Aware Interactions 
Another important stream of research are tools for making 
devices in interactive spaces spatially-aware [54, 73, 74, 93] 
and enabling proxemic interactions [56, 57]. This requires 
combinations of sensor hardware and processing software, 
based on different sensing technologies such as depth sensing 
cameras [94], radio triangulation [54, 57], ultra-sound [47], 
IR reflectance of mobile screens [73], polarized light [72], 
or marker-based tracking with IR cameras [56, 81, 93]. The 
development, setup, calibration, and maintenance of these 
tracking systems is typically time consuming, especially since 
the vast majority is based on experimental prototypes from 
research labs and only few are available as open source (e.g., 
[56, 73, 94]). 

A VR-based simulation environment on the other hand, can 
rely on the body, head, and finger tracking capabilities of a 
commercial VR setup, to let users explore and interact with 
the VE. The user’s tracked movements can be transformed into 
arbitrary coordinate systems and data formats, so that they can 
be fed into spatially-aware applications, without revealing that 
the sensor data is simulated. The VR environment therefore 
serves as a kind of meta-layer for integrating and simulating 
different virtual tracking systems. 
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DESIGN AND IMPLEMENTATION 
In order to answer RQ1 & RQ2, we identified five essential 
requirements (Req1-Req5) for our design and implementation, 
which a VR-based design tool for spatially-aware interactive 
spaces should satisfy in order to support the DESIGN and 
PROTOTYPE phase of a user-centered design process. These 
requirements must be considered as addition to commonly-
known and self-evident requirements for VR systems, such as 
fast stereoscopic rendering and low-latency tracking to avoid 
motion sickness, as well as natural navigation in space by head 
and body movements. We formulated our requirements based 
on our previous experience from designing interactive spaces, 
spatially-aware systems, and cross-device interactions [45, 72, 
73, 74, 95]. The resulting Req1-Req5 aided us in choosing 
technologies, system components, and architectures, and in 
designing the user interface of our experimental tool. 

Furthermore, we chose Unity3D2 as a development platform 
for our VR design tool, since it is an approachable and popular 
development environment with good performance character-
istics. The experimental tool was developed and tested on a 
desktop PC with an Intel i7 3.6 GHz CPU, an Nvidia GeForce 
GTX 1070 GPU, and 32 GB RAM. We share our source code 
as open source on GitHub3. 

Req1: Direct Manipulation of Apps and Objects 
During initial experimentation and informal user tests with an 
early prototype of our tool, we quickly realized that, ideally, 
all objects and content in the VE should support direct manip-
ulation without complex mappings of commands to gestures 
or physical controllers. For example, designers should be able 
to interact with the simulated app on a simulated device by nat-
ural multi-touch interaction, as if they were using a real-world 
device. They should also be able to grab or move simulated 
devices using hand and body movements. 

In our first prototype, we implemented interactions in the VE 
using Vive controllers. However, especially designers with 
no prior VR experience felt that interacting with virtual de-
vices and objects felt cumbersome using the controllers and 
asked for more direct interaction methods. For this reason, 
we attached a Leap Motion4 sensor to the HMD, which al-
lows hand and finger tracking in line of sight (Figure 2). To 
allow for real-time animation of virtual proxy hands in VR, 
Leap Motion provides Orion5 as an integration for Unity3D. 
For the HMD we chose an HTC Vive6 that provides precise 
6DoF tracking of head movements and therefore allows for 
natural navigation of the scene through physical locomotion. 
This was important to us for two reasons: (i) we could avoid 
constraining users to one location and limiting interactions to 
their immediate surroundings, and (ii) since we are trying to 
mimic real-world scenarios, we did not want to rely only on 
navigation techniques such as teleportation, which have no 
real-world analogue. 

2Unity3D version 2017.4.10f1 — https://unity3d.com 
3GitHub Repo https://github.com/raedle/WeiserInWonderland 
4Leap Motion https://www.leapmotion.com 
5Leap Motion Orion https://developer.leapmotion.com/orion/ 
6HTC Vive https://www.vive.com/ 
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Figure 2. Our experimental design tool uses finger and hand tracking to 
let users naturally interact with devices and objects in the VE. 

In our resulting experimental tool, users can use proxy hands 
to manipulate virtual objects. This includes interactions with 
virtual touch screen devices including free-hand drawing on 
surfaces. Users can pick up objects by grasping them, whereby 
the grasp gesture is recognized as a closing of the hand with 
the fingers curling in towards the thumb. To compensate for 
the lack of tactile feedback we indicate a successful grasp by 
changing the color of the proxy hand to light green. Once 
an object is held in hand, it can be moved around like in the 
real world. Opening the hand releases the grasp and the proxy 
hand returns to its neutral color. 

While our natural hand and finger tracking lowers the threshold 
for beginners and reduces the number of interaction devices, 
its tracking fidelity is not perfect. Since the Leap Motion is an 
optical sensor, it can only track hands in line of sight, meaning 
that users can only grasp objects while they are looking at 
them in VR. Furthermore, it cannot track a hand when it is 
occluded (e.g., when one hand occludes the other or other 
physical objects are between sensor and hand). Unfortunately, 
the occlusion issue also renders the use of haptic proxies for 
hand-held objects impractical. 

Req2: Integration of Interactive Components 
In our proposed approach, VR is used to support sketching 
and simulating spatially-aware interactive spaces, but it does 
not provide a fully-fledged integrated development environ-
ment (IDE) to develop and debug applications inside the VE. 
Obviously, well-known IDEs for desktop- or laptop-based 
programming and debugging are far superior to any kind of 
simple authoring environment that could be provided in VR 
with reasonable effort. Therefore, an essential requirement for 
a VR-based design tool is to enable designers to quickly inte-
grate and faithfully simulate complex real-world multi-device 
applications that were developed using professional IDEs by 
integrating interactive components into the VR space. 

As the web platform has become popular for the development 
of multi-device applications, we demonstrate this principle 
by implementing a mechanism to integrate interactive web 
browser views in VR. In our Unity implementation, we chose 
ZenFulcrum’s embedded browser7, which can be mapped onto 
any mesh, including spheres, capsules, and cylinders, as a 
texture (i.e., MeshFilter). 

7ZenFulcrum Browser https://zenfulcrum.com/browser 
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Figure 3. Simulations of existing systems in VR (right) and the original 
system (left). 1) Window Manager by Klokmose et al. [49] for 75 LCD 
tiles. 2) VisTiles by Langner et al. [51]. 3) Peephole navigation with 
HuddleLamp by Rädle et al. [73]. 4) Edge Bubbles by Rädle et al. [74]. 

To demonstrate the feasibility and scalability of this approach, 
we simulated the browser-based Window Manager by Klok-
mose et al. [49] (Figure 3.1). For this purpose, we virtually 
recreated the wall-sized multi-display environment consisting 
of 75 LCD tiles, which Klokmose et al. use for distributing 
applications on a very large screen. In VR, each tile is a dis-
play surface with a full-screen browser with 960×960 pixels 
resolution. The tiles are arranged in a grid of 15×5, result-
ing in an overall resolution of 14,000×4,800 pixels. This 
simulation of a browser-based window manager on a large 
interactive wall required no code changes in the original appli-
cation and no further implementation within Unity, except for 
programmatically assigning URLs to each of the 75 tiles. 

Multi-Touch Support 
Although VR browsers are readily available, achieving a nat-
ural multi-touch interaction with these browsers (see Req1) 
requires additional implementation. Out of the box they sup-
port only single-pointer interactions with virtual interaction 
devices (i.e., a VR controller). Web browsers on real-world 
physical devices, however, support a much wider range of 
interactions beyond single mouse clicks or touches, such as 
multi-touch gestures. We therefore extended the browser com-
ponent within Unity to support the PointerEvent API and the 
TouchEvent API to allow for multi-touch input. We then detect 
touch contact points in a four-step process: First, we added a 
game object to each fingertip, using the hand attachments in-
cluded in the LeapMotion Orion library. Second, each of these 
game object gravitates a touch proxy by applying velocity and 
angular velocity to it. Thereby, the touch proxy underlies the 
physics of the VE. This ensures that, when users reach through 
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a virtual browser, the touch proxy stays on the browser’s sur-
face. Also, each touch proxy has a trigger collider component. 
Third, each browser has a defined interaction range. For exam-
ple, a planar browser has a box collider component that defines 
a volume above the browser surface, within which touches 
are registered. Fourth, when a touch proxy moves within of 
a browser’s interaction range at runtime, we calculate the dis-
tance to the nearest point on the browser’s mesh. We then 
trigger different browser events based on this distance (i.e., 
pointer{enter,out,down,up,move} events). 

Req3: Simulation of Spatially-Aware Tracking Systems 
Proxemic interactions [56, 57] and spatially-aware cross-
device interactions [21, 51, 73, 74, 93] are gaining popularity 
in interactive spaces. They require a motion tracking system 
to track the location and orientation of users and devices, e.g., 
OptiTrack8, Vicon9, or custom tracking systems from HCI 
literature [47, 56, 57, 72, 73, 94]. 

In our implementation, we simulate two spatial tracking sys-
tems: OptiTrack and HuddleLamp [73]. OptiTrack is a com-
mercially available tracking system, used in many spatially-
aware cross-device research projects. HuddleLamp originated 
as a research prototype and is publicly available on GitHub. 
We implemented the OSC streaming protocol for the first, and 
the HuddleLamp server protocol for the latter. In Unity, both 
tracking systems are implemented as MonoBehaviors that can 
be attached to a box collider (on a Cube Gameobject), which 
serves to define the tracking volume. Each tracking simula-
tor includes the option of enabling noise to simulate jitter, as 
well as adjusting the tracking frequency to match a real-world 
tracking system. 

We demonstrate the feasibility of this by simulating two sys-
tems by Rädle et al., which both rely on HuddleLamp tracking: 
peephole navigation [73] (Figure 3.3) and the spatially-aware 
"Edge Bubbles" technique for cross-device object movement 
[74] (Figure 3.4). Further, we simulated VisTiles by Langner 
et al. [51], which uses OptiTrack and the OSC streaming proto-
col to react to the spatial arrangement of devices (Figure 3.2). 
Our implementation of the OSC streaming protocol allowed 
us to recreate VisTiles in VR without any modifications to its 
source code. 

Req4: Real-World and Futuristic Devices 
One of the main benefits of VR is that it frees designers from 
the physical limitations of the real world. For instance, design-
ers can create large-scale interactive surfaces without having 
to consider issues of manufacturing, transportation, or limited 
lab space (see for example Figure 3.1). Designers can also ex-
periment with non-planar or organically-shaped touchscreens, 
which are difficult to produce or buy today, but may be widely 
available in the future. 

Being free to move beyond flat, rectangular displays, designers 
can explore novel forms of interaction [8]. For example, in our 
implementation for the user study we integrated a cylindrical 
touch screen to navigate Google Maps and a spherical touch 
8NaturalPoint OptiTrack http://optitrack.com/ 
9Vicon Tracker https://www.vicon.com/ 
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Figure 4. VR-based design tools can enable designers to experience fu-
turistic touchscreen devices, e.g., Google Maps on a cylindrical touch-
screen or drawing on a spherical display. 

screen as a canvas for sketching, simply by mapping a browser 
onto the mesh surfaces (see Figure 4). 

Req5: Close Integration of Redesign and Testing 
A VR-based design tool for interactive spaces must provide 
designers with close cycles of redesign and testing within a sin-
gle environment. When testing, the VE can be used to simulate 
the design and spatial configuration of devices and applica-
tions, to mimic the end-user’s experience. For redesigning, 
the VE enables direct manipulation of the interactive space by 
letting designers create, move, or resize devices and objects, 
e.g., to attach new screens to walls or add further tablets on 
a meeting table. When using the VE, we differentiate two 
modes of interaction: use mode and design mode. We consider 
a close integration of both modes a requirement for successful 
iterative design. In our implementation, we therefore let users 
switch between modes using two buttons on the inside of each 
forearm (Figure 5, A and B). 

In design mode (Figure 5, A), we allow users to configure the 
VE with displays of different shapes, as well as real-world 
and abstract objects. This mode specifically allows for three 
actions: users can (i) scale objects, (ii) turn the gravity of any 
object on and off, and (iii) de/activate an object’s collision 
detection, which determines whether it can be grasped. Two 
buttons on each object toggle the gravity and collision status. 
Objects can be scaled by grasping them with both hands; when 
pulling the hands apart it increases in size (as if stretching the 
material) and pushing the hands together makes it smaller. In 
the current implementation, objects are scaled uniformly. 

In use mode (Figure 5 B), only objects with collision status 
turned on remain graspable and can be rescaled or moved 
around in virtual space. Furthermore, the browsers on all 
devices are interactive. When looking at one’s palm, a menu 
with a color palette appears. Users can choose colors by 
dipping their fingertips into the colored orbs and can turn their 
fingertip into an eraser by touching the cube. This allows users 
to engage in activities like drawing on a web canvas using 
their fingers. 

RQ1 & RQ2: Summary and Results 
Based on our experiences from building our experimental 
implementation of a VR-based design tool and from simu-
lating existing spatially-aware applications inside this VE, 
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we conclude the technological feasibility of building a VR-
based design tool that satisfies Req1-Req5 with off-the-shelf 
devices and software tools (RQ1). In particular, the use of 
browsers in VR to integrate complex real-world functionality 
has proven very useful and reduces the need for code changes 
or (re)implementation of applications. This enabled us to 
realistically simulate complex distributed applications in an 
interactive virtual space with up to 75 display tiles and two 
different motion tracking systems (RQ2). 

USER STUDY 
To identify and understand the opportunities and challenges 
of sketching and simulation of interactive spaces in VR, we 
conducted a user study with 12 interaction designers (7 female, 
5 male; mean age 32.6, SD 4.2). Our goal was to observe how 
they would work with our experimental VR-based design tool, 
and to let them comment on what it felt like to use it and 
how it affected their design process. While we only invited 
designers with substantial experience in interaction design, we 
did not exclude people without prior experience in designing 
interactive spaces or using VR. 

All participants P1-P12 had received professional training in 
interaction design and possessed 2 to 12 years of practical 
design experience (mean 6.5, SD 3.4). They also reported 1 to 
15 years of experience with application development (mean 
9.5, SD 5.8), 0 to 7 years of experience with multi-device 
interaction (mean 3.1, SD 3.0), and 0 to 5 years experience 
with VR (mean 2.6, SD 1.8). Their degrees ranged from BSc 
(P6) to PhD (P4, P5, P12) including a professor (P12). 

Procedure & Tasks 
The lab study took place on four consecutive days with three 
sessions per day and one participant per session. The ses-
sion duration was 80.2 minutes on average (SD 10.8). Each 
session consisted of seven parts: (1) a brief introduction to 
the study, (2) completing a demographic questionnaire, (3-5) 
three consecutive study parts while wearing the HMD with 
Leap Motion finger tracking, and (6) a concluding interview 
followed by (7) a short debriefing. Parts 3 & 4 each began 
with the viewing of slides and videos, which showed examples 
of physical designs of interactive spaces and spatial-awareness 
from related work (part 3: [55, 73], part 4: [8]). This was 
intended to inspire participants for the following design tasks 
of growing complexity. 

In part 3, the tasks served to first teach participants how to 
navigate the VE by physical locomotion, how to interact with 
virtual touchscreens in VR (including tapping links and mov-
ing sliders), how to sketch simple UI layouts on mobile devices 
by drawing on multiple virtual tablets with their fingers, and 
how to interact with non-planar displays (i.e., by panning a 
map on a cylindrical touchscreen and drawing the outlines 
of Europe and Africa on a spherical touchscreen). Part 3 
concluded with allowing participants to unimanually or biman-
ually grab tablets and drag them out of a spawn box. This way, 
they could create as many tablets as desired and place them on 
a table with a simulated HuddleLamp for peephole navigation 
of a world map [73]. 
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Figure 5. In design mode (A), users can manipulate device properties and resize them. In use mode (B), users can draw on devices and interact with 
real-world applications using (multi-)touch. 

In part 4, participants were asked to spawn a single tablet, 
scale it to the size of an interactive whiteboard, and attach it 
to a wall. To complete this, they needed to familiarize them-
selves with the design mode and how to deactivate gravity and 
collisions for selected devices. They were then asked to spawn 
different display shapes from multiple spawn boxes, including 
rectangles, cubes, cylinders, and spheres. Finally, participants 
were asked to use different shapes and sizes of displays to 
create a physical multi-screen setup for a multiplayer version 
of the popular game "Battleships". Besides sketching the phys-
ical setup, they were asked to use the canvas functionality to 
draw the visual game elements on the different displays. 

This was followed by part 5, which consisted of a single open-
ended task: Participants were asked to use our design tool to 
freely create and sketch a multi-device interactive space of 
their choosing. We asked them to create whatever came to 
mind and provided a list of suggestions for potential applica-
tion domains, ranging from a futuristic office workplace, to a 
playful installation in a public space, or a multi-display system 
for visual analytics. 

For each part 3-5, the experimenter described the tasks to 
the participants and explained the interactions with the tool 
during the initial introduction phase. Once participants felt 
ready to continue, the experimenter only intervened to provide 
technical support, warn about potential hazards (e.g., before 
participants’ feet got tangled in the cable of the HMD), and 
remind participants to think aloud, voicing their perceptions 
and reflections. After each part, the experimenter and a second 
senior researcher collected their feedback in a semi-structured 
interview. Throughout the entire study, a junior research asso-
ciate helped with managing the process. 

During the study, the participants’ real-world physical move-
ments, verbal comments, and interviews were recorded with 
a video camera. Additionally, their navigation in, interaction 
with, and changes to the VE were captured using (1) OBS 
Studio10 for screen recording of the rendered scene and (2) 
a logging mechanism that stored the entire state of the VE 
every few seconds. The latter could be used during analysis: 
loading a logfile restored the VE to the state it was in at that 
specific point in time. Furthermore, all three researchers took 
observation notes. 

Data Analysis 
At the end of each day, all three researchers convened for an 
analysis session, during which they collected and clustered 
the day’s observations on a large interactive whiteboard, using 

10OBS Studio https://obsproject.com/ 

affinity diagrams to organize ideas. Each observation was rep-
resented by a colored sticky note that carried the observation 
and the respective participant numbers P1-P12. The color was 
chosen according to the note’s role (e.g., "opportunity", "chal-
lenge", "desired feature"). The process of (re)clustering and 
(re)coloring of notes was repeated on each of the four days, 
until all researchers felt that their observations were faith-
fully represented. In hindsight, the saturation of the clustering 
scheme was reached after the sixth participant. All following 
participants did not contribute new clusters but added to and 
confirmed existing ones. At the end of the final analysis ses-
sion on the last day of the study, the whiteboard contained 195 
sticky notes with 4 different colors in 15 clusters. From these 
clusters, six were chosen, based on their relevance for the HCI 
community. These are reported on here, in the form of two 
opportunities (O1, O2) and two challenges (C1, C2). 

OBSERVED OPPORTUNITIES AND CHALLENGES 
During our analysis, we identified recurring patterns of use 
and how designers reacted to and interacted with our experi-
mental prototype. In the following sections, we report these 
observations not to evaluate our specific implementation, but 
to derive more general insights about the opportunities and 
challenges of our proposed approach of sketching and simu-
lating spatially-aware interactive spaces in VR. We provide 
these as a contribution to the HCI community and to prioritize 
different aspects of design and implementation for future tools. 

O1: Experiencing Space in Relation to the Own Body 
One of the key opportunities of VR is to enable users to experi-
ence space, distance, and size within the VE from a first-hand 
perspective [17] and to enhance the designers’ experiential 
understanding of the metrics of the designed spaces [42]. This 
first-hand experience of space in relation to the own body was 
typically the first aspect of the VE to be noticed by the par-
ticipants and turned out to be highly important for how they 
approached their designs. 

Natural physical locomotion inside of the design 
No participant had problems with physically moving within 
the VE, relying on body and head movements. For example, 
P7 was pleasantly surprised by the quality of the tracking 
of the head and hands, and how authentic moving in space 
felt. P3 also mentioned that moving in VR was a very natural 
way to experience distances (which is subject to debate [42]). 
Only in one case a participant reported early signs of motion 
sickness, but she immediately felt fine again after standing 
still for a few moments without taking off the HMD (P9). In 
some cases, participants unnecessarily avoided colliding with 
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or penetrating virtual objects, such as when moving too close 
or inside a virtual table, since it would feel unnatural to do so 
(P4). Occasionally this resulted in less efficient movements by 
designers but revealed a high degree of immersion. 

Experiencing space & the visibility of displays 
Frequently participants were observed moving in VR to expe-
rience size relations and the visibility of displays. P3 used VR 
to check the visibility of objects while building "Battleships", 
i.e., making sure that one player really could not see the play-
ing field of the other player. P3 built a rough sketch of a car 
that he referred to as a "Flintstones Car", and he squatted in 
the "driver’s seat" to check visibility and proportions from the 
inside. He called this activity the "fine tuning" of displays and 
felt that VR greatly supports this by enabling a first-person 
view of the design. P3, P4, P5, and P7 all mentioned that 
planning how a physical space should be equipped with dif-
ferent displays and display sizes is an important application, 
e.g., for deciding whether flat screens or projectors should be 
used (P7). P5 commented that, for this purpose future tools 
should also provide a greater collection of assets, including 
off-the-shelf displays, projectors, and mobile devices. 

Experiencing space & ergonomics 
All participants were actively seeking a first-hand impression 
of the ergonomics of different devices; for example, the reach-
ability of distant regions on a virtual touch screen could be 
explored by standing in front of the screen and trying to touch 
its corners. In one case, P2 reached out to check whether 
he could access the corners of a screen with his arm. Sub-
sequently he bent over to reach regions that were below his 
waistline and therefore uncomfortable to reach. P8 used his 
own body height as s reference for judging the height and size 
of a display. He remarked that the tool could also help him 
to better experience the size of large objects (e.g., posters), 
which he finds too hard to predict with non-immersive design 
tools. P4 & P6 both stood on their toes to reach the north pole 
on top of the spherical display while drawing northern Europe 
and commented that it was interesting to be able to physically 
move around the display and experience how this would feel 
in reality. Furthermore, at the beginning of the study, P10 took 
off her high-heel shoes to be more comfortable when moving 
around in VR. At a later stage, however, she decided to wear 
them again, because they would add a few centimeters to her 
body height, making it easier to reach objects above her. In a 
similar situation, P9 jumped to reach a button above her head 
(Figure 6). Such experiences of different sizes or shapes of 
displays in relation to the own body also lead to surprising 
insights about device affordances and usability. For example, 
P3 and P9 commented that interaction with the cylindrical 
display felt very different when standing in front of it from 
what they would have expected. P9 mentioned that she would 
now prefer to pan the map by bimanually grasping and rotating 
the cylinder with her palms, instead of panning it with the tip 
of her index finger. P6 commented that she found it more 
difficult to navigate on a cylindrical screen than expected, but 
that the large display size helped her to not get lost. 
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Figure 6. P6 tiptoes (left) and P9 jumps (right) to reach overhead targets. 

Experiencing space & workflows 
P4 & P9 both regarded planning of workplaces based on mod-
ular and interactive furniture as an interesting use case. P4 
thought that this would be superior to 2D sketching with tools, 
such as Adobe Illustrator, because in VR the spatial dimen-
sions of the design immediately become clear. However, she 
felt that simulating the interactive behavior of smart furniture 
in the VE (e.g., changing color or display content based on 
proximity or touch interaction) would be "overkill" and she 
would only use VR for the spatial layout and not for the design 
of interactions. In contrast, some participants remarked that 
they found it important not to regard space as separate from 
the tasks and workflows. Especially P7 emphasized that the 
integration of web applications into VR was extremely impor-
tant, because otherwise he would not be able to judge display 
configurations and reachability in the context of a real-world 
workflow, e.g., to assess whether a certain room and screen 
design was really working for a meeting or brainstorming 
scenario. He would only be able to judge whether the neces-
sary head, body, or arm movements for looking at objects or 
accessing tools was compatible with the task at hand, if the 
real applications were present. He also stated that he would 
have liked to use such a tool for some of his past projects. 
Furthermore, P7 felt reminded of the design process of the 
"Frankfurt Kitchen", which was designed by Schütte-Lihotzky 
in 1926 to optimize the spatial layout of kitchens, based on 
detailed time-motion studies of typical cooking workflows. 
P7 considered VR as a tool that could greatly help in such a 
design process, as is confirmed by existing VEs for kitchen or 
interior design, like the work by Merell et al. and Nomoto et 
al. [59, 65], or IKEA’s Immerse11. 

O2: Playful Design Explorations and Storytelling 
According to Bill Buxton [12], stories and, more importantly, 
story-telling and play, are a critical part of design. We observed 
all three elements actively practiced during the design process 
and well supported by the VR technology. 

Playing with objects and devices 
VR invited designers to "play" with the available devices and 
objects in their environment. In initial phases of interaction, 
"playing" did not serve to tell a story or to act out a scenario, 
but simply to get a feel for the purpose different objects or 
devices could serve within a design, and to explore different 
ideas, spatial configurations, and sizes. Only after this initial 
exploration did participants begin to focus on distinct applica-
tion domains or scenarios. For example, P7 & P9 commented 

11https://blog.siggraph.org/2018/07/ 
ikea-immerse-real-time-live.html/ 

Paper 523 Page 8

https://blog.siggraph.org/2018/07/ikea-immerse-real-time-live.html/
https://blog.siggraph.org/2018/07/ikea-immerse-real-time-live.html/


 CHI 2020 Paper

on their first steps during the free design exercise with "I don’t 
know yet where this leads" (P7) and "it happens as it comes" 
(P9). After placing objects in space and viewing them from 
different sides, the participants then developed further ideas 
and explored them by experimenting with display positions 
and sizes. 

In the case of P2 & P9, experimenting with unusual displays 
reshaped their design goals. They found it inspiring that they 
could draw on the cube display and also rotate it with their 
hands. P9 chose a cube display as the center of her "Battle-
ships" design to create a four-player instead of a two-player 
game. P2 designed a rotatable display cube with one appli-
cation per side for remotely controlling a large screen. After 
finishing his design, P7 commented that the result was not 
what he originally had in mind, but he now found it more 
intriguing. We believe that the immediate visual and spatial 
feedback inside the VE invited designers to question their 
ideas and to develop new ideas based on altering the current 
state. The VE therefore supports what Buxton describes as the 
spirit of design [12]: to invite, to suggest, and to question. It 
also enables an iterative creative process that Buxton refers to 
as a "dialogue with a sketch": Creating a sketch from existing 
design knowledge and then creating new design knowledge by 
"reading" (or experiencing) the resulting sketch. 

A further benefit of the VE was to support the designers’ 
imagination. P6 and P9 both commented that their imagina-
tive power was greatly increased in the VE, compared to a 
2D sketch. P5 mentioned that the VE invites scribbling and 
thinking about futuristic ideas and suggested to also use it 
for designing holograms or 3D visualizations, since "in VR, 
everything is possible!". As one example of an imaginative 
design, P1 created a playful environment in which small spher-
ical displays could be thrown at a planar display to get points. 
Again, "play" was an important aspect here, since this idea 
arose from P1 throwing a display sphere into the air with his 
hands and catching it again (Figure 7). 

Figure 7. P1 throwing a ball at the targets on the display (left). P6 
picking up a tablet she dropped (right). 

Playing or "acting out" in VR 
Sketching user experiences requires visual storytelling to fill 
the gaps between the different states of a system with transi-
tions (e.g., interactions, animations, shifts of user focus) [12]. 
The necessary techniques of UX sketching (e.g., storyboard-
ing, animations [12]) require much experience, especially for 
multi-device or cross-device designs. A similar challenge is 
representing the context of use and user intentions with tech-
niques to "play" them or "acting out", such as using scenario-
or acting-type approaches in ideation [12, 41]. 
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During our study, we observed that designers used VR as a 
backdrop for storytelling about users and their interactions. 
Instead of creating multiple instances of a design to document 
different states and transitions between them, they preferred 
to explain their designs by using natural physical movements 
or actions within the VE. For example, when explaining the 
result of the free design exercise, they explained the layout 
and the role of objects and devices. This included informally 
describing or acting out interactions and user’s intentions, nav-
igating through space, directing the attention of their audience 
(i.e., the experimenters) by visually focusing on or pointing at 
different virtual devices, leaving marks or highlights with the 
drawing functionality, or grabbing objects to carry them from 
one place to another. P7 commented that the VE had shifted 
his focus towards storytelling and workflows and drew paral-
lels to LEGO’s Serious Play methodology, which is applied, 
for example, to teach software engineering and help people 
brainstorm and discuss complex ideas through storytelling and 
metaphors [50]. The VE was therefore not only used to create 
physical layouts and sketches of screen content, but also to ac-
tively demonstrate the envisioned user interactions. For future 
designs of VR-based design tools, it is therefore desirable to 
include functions that can facilitate, record, and replay such 
demonstrations. 

C1: No "One-size-fits-all" Design Tools 
During the study, we also identified challenges that designers 
faced when sketching and simulating in VR. The first chal-
lenge (C1) concerns the fidelity of the simulation: it is unlikely 
that a VE will ever be able to cover all relevant design aspects 
of interactive spaces. There is too wide a breadth of design 
ideas and necessary tools, ranging from wireframing of wall-
sized data visualizations to simulating low-level pen input 
techniques on a spherical display. Therefore, designers will 
always need to use different tools to make their specific de-
sign ideas visible and measurable (see Lim et al.’s discussion 
of the anatomy of prototypes and their role in design [52]). 
P2, P5 & P7 commented that the design tool and the set of 
available assets influenced their results, because some of their 
ideas were tedious or impossible to explore with the given 
setup. P7 elaborated that for some questions he had faced 
during previous projects the VE would have been very helpful. 
However, he added that it would not have been helpful at all in 
others, such as for testing "micro interactions" (P7), like how 
different stylus tips or pen gestures felt on different interactive 
surfaces. We therefore believe that VR-based design tools 
for interactive spaces will need specialized and purpose-built 
components for exploring and testing different aspects of a 
design. It is therefore unlikely that a single VR-based design 
tool could serve as a "one-size-fits-all" solution, but it could 
provide a platform or framework for the integration of specific 
components. 

C2: The Complexities of Building a "World Editor" 
All participants welcomed the possibility of directly manipu-
lating and editing their environment in VR, while still being 
able to interact with the applications on the devices. Creating, 
scaling, or moving displays and devices proved essential for 
the design process. They enjoyed doing this directly with their 
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hands, using their virtual "superpowers" for moving, throwing, 
or scaling devices, and switching off gravity. P9 repeatedly 
exclaimed "cool!" when creating new tablets and placing them 
in mid-air, after previously witnessing how devices can fall to 
the ground (Figure 7). After not paying attention to the experi-
menters’ comments for a short period, P9 excused herself for 
having "so much fun" interacting in the VE. P7 felt reminded 
of the 2007 short film "World Builder" by Bruce Branit12, in 
which a man builds a holographic world for his comatose wife 
to let her virtually experience a beloved place. 

However, the overall usability of our experimental design tool 
still showed much room for improvement. We chose a minimal 
set of functionalities that merely included the simplest variants 
of typical interactions. For example, we only enabled uniform-
scaling of objects and did not provide any mechanisms for 
precisely positioning or aligning objects. There was also no 
delete, copy, or paste function. Furthermore, having to switch 
between "use" and "design" mode confused some participants. 
Nonetheless, the menus and buttons that appeared on the user’s 
palm and on the inside of the forearm were very well received 
(P1,P2,P6,P7,P9,P10). 

Similar to previous work on the usability of VR or AR [7, 48, 
53], we observed that the interaction design for a VR-based 
design tool is a very challenging task. It is therefore necessary 
to carefully consider many design and implementation choices, 
such as whether to use controllers vs. finger tracking, how to 
implement object movement and manipulation in VR based on 
previous research on 2D or AR interfaces [67, 83, 90], how to 
best support sketching in VR [2], how to integrate alignment 
and snapping mechanisms [9, 64, 66] or mode switching for 
system control [48], and how to deal with the absence of the 
sense of touch [11, 77, 78, 87]. These efforts should not be 
underestimated. 

RQ3: Summary of User Study Findings 
Based on our study, we identified the experience of space 
in relation to the own body, and the support of playful de-
sign explorations and storytelling as key opportunities of our 
proposed approach. Two main challenges are the lack of "one-
size-fits-all" design tools in VR that will satisfy all needs of 
designers, and the difficulty of designing the tool itself due to 
the complexities of building a "world editor". 

LIMITATIONS AND FUTURE WORK 
We observed a number of challenges in our work, as described 
in the previous section (in particular C2). From these we 
identified several limitations of our research that could be 
addressed in future work. 

(1) Vision-based hand-tracking: Using an optical sensor for 
hand tracking allows users to interact without wearing a glove. 
However, this also entails several drawbacks. Firstly, the lack 
of haptic feedback makes it harder for users to know when a 
virtual object is touched or grabbed. While in our prototype 
this was partially compensated by visual feedback, future tech-
nological solutions could further improve on this by includ-
ing wearable actuators, ranging from simple vibration motors 

12https://www.youtube.com/watch?v=QP3YywgRx5A 

[24, 87] to exoskeletons [30, 37], physical proxies [5, 13], or 
mid-air haptic feedback [39]. Secondly, with this technology, 
interaction is only possible while the user’s hand is within the 
limited range of the hand tracking sensor attached to the HMD. 
This hinders eyes-free interaction. While this could be solved 
by using gloves for tracking, future research could integrate 
approaches that extend the optical tracking space, supporting 
interaction with uninstrumented hands even when they are 
not in the user’s line of sight [16]. (2) Display resolution: In 
contrast to the high resolutions of real-world mobile devices, 
the resolutions of current VR HMDs are not sufficient to ren-
der small fonts on virtual devices as legible text inside the 
VE. This will likely be solved in next generation of HMDs13, 
which will use eye tracking for foveated rendering to create 
the illusion of a high-resolution VE. (3) Supporting a wider 
range of assets and deformable or wearable devices: Future 
studies and tools should provide designers with more assets in 
the VE, such as off-the-shelf devices including wearables that 
can be attached to the users’ bodies. Also, letting designers 
deform devices in VR could reveal further design opportuni-
ties. (4) Collaboration: Interactive spaces are often designed 
for collaboration. Future VR-based design tools could benefit 
from being collaborative themselves, e.g., multiple designers 
could work together during design, or play the roles of dif-
ferent users during simulation. (5) Task load: Simulations of 
interactive spaces in VR do not fully reflect our physical reality 
(e.g., unrealistic physics, non-tangible objects). This requires 
designers to first learn the techniques and rules for interacting 
with the VE. For example, they need to discover how to use 
their virtual multi-purpose hands or switching between modes 
for transforming virtual objects and interacting with simulated 
applications. In our study, we therefore informally observed 
an increased task load (see C2) but further research is required 
to understand the differences between performing a design 
task with traditional methods or in VR. This research can then 
inform a better interaction design for VR-based design tools. 

CONCLUSION 
In this paper, we proposed using VR as a design tool for 
sketching and simulating spatially-aware interactive spaces. 
We discussed potential benefits of our proposed approach 
for designers and demonstrated its technological feasibility 
by formulating five key requirements and sharing how we 
implemented them in an experimental design tool using state-
of-the-art VR hard- and software. Furthermore, we conducted 
a user study with 12 interaction designers to better understand 
the opportunities and challenges of our proposed approach 
for design practice. Our study identified the designers’ ex-
perience of space in relation to their own bodies and playful 
design explorations as key opportunities. Key challenges were 
the complexities of building a usable yet versatile VR-based 
"World Editor". 
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