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Figure 1: In our study we compare abstract and concrete AR visualizations for instructions using head mounted displays. 

ABSTRACT 
Augmented Reality (AR) is increasingly being used for providing 
guidance and supporting troubleshooting in industrial settings. 
While the general application of AR has been shown to provide clear 
benefts regarding physical tasks, it is important to understand how 
diferent visualization types infuence user’s performance during 
the execution of the tasks. Previous studies evaluating AR and 
user’s performance compared diferent media types or types of 
AR hardware as opposed to diferent types of visualization for the 
same hardware type. This paper provides details of our comparative 
study in which we identifed the infuence of visualization types on 
the performance of complex machine set-up processes. Although 
our results show clear advantages to using concrete rather than 
abstract visualizations, we also fnd abstract visualizations coupled 
with videos leads to similar user performance as with concrete 
visualizations. 
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1 INTRODUCTION 
In our daily work we often fnd ourselves in situations in which 
we encounter problems. If we are unable to solve the problems 
ourselves, we may seek support from people with more experience 
and expertise [10, 30]. This is particularly true within complex work 
environments and when performing knowledge-intensive tasks. 
These tasks encompass non-trivial activities that have a strong 
contextual reference characterized by a multitude of environmental 
factors, requiring a signifcant amount of knowledge to achieve 
a successful outcome. Examples of knowledge-intensive tasks are 
setting up or retooling a modern production machine, repairing a 
car engine, or solving 3D printer errors. 

In recent years, the use of Augmented Reality (AR)-based tech-
nologies to support remote troubleshooting [3, 25, 28] as well as 
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digitally enriched instructions [8, 27] has increased signifcantly 
for these types of tasks. Moreover, the COVID-19 pandemic and 
the resulting lock-down in many regions of the world have created 
increased interest in AR for supporting remote maintenance or trou-
bleshooting and detailed instructions [44]. The primary advantage 
of AR is that it creates a 3D-based overlay of digital content onto the 
physical environment, which ofers a rich set of additional informa-
tion [1, 13, 23]. While the general application of AR concepts shows 
clear benefts for supporting complex settings, its actual design 
and technology as well as its impacts on users are often not well 
established. Regardless of the chosen hardware and its advantages 
in specifc applications (such as head-mounted displays [HMDs] 
for hands-free applications [29, 32], hand-held displays [HHDs] 
like smartphones for cost-efective, easy-to-use cases [2, 34], or pro-
jector technologies for longer, static, and group settings [26, 33]), 
a crucial factor is the actual visualization and presentation of AR 
content in relation to the complex tasks and knowledge-intensive 
work. 

Existing studies evaluating diferent AR-based content visual-
izations and their performance on working practices have com-
pared diferent media types (e.g., paper-based instructions versus 
AR-based visualization) or diferent types of AR hardware (e.g., 
hand-held devices versus head-mounted displays versus projection-
based AR). Our study complements this set of existing studies by 
evaluating diferent forms of visualization on the same hardware 
type for performing a complex task. In particular, we examine the 
task completion time, error rate, and task and cognitive load of 
setting up a complex machine with abstract and concrete visualiza-
tion types on the head-mounted display Microsoft HoloLens. The 
visualization types consist of abstract and rather simple holograms 
like wire frame boxes and 3D arrows, as well as concrete detailed 
3D models from CAD data. 

In the following sections, we present the current state of the 
art regarding the use of AR in manual assembly and maintenance 
tasks (Section 2). We then identify and discuss the research gap 
regarding the comparison of diferent visualization types on the 
same task and same hardware (Section 3). In Section 4, we describe 
the applications we compared within our evaluation study. We 
then present our study design and procedure in Section 5 and our 
results in Section 6. Finally, we conclude with a discussion of the 
results with regard to visualization types of AR applications and 
their implications for AR authoring tools (Section 7). 

2 RELATED WORK: AUGMENTED REALITY 
FOR SUPPORTING COMPLEX TASKS 

Augmented Reality has a wide application feld, particularly in 
the industrial context, where there is a huge interest in using AR 
for providing assistance for complex tasks such as manual assem-
bly or maintenance work [13, 45]. In these applications, virtual 
computer-generated visual features are superimposed on the real 
environment support the execution of these complex tasks. These 
AR applications commonly support workers in sequential tasks by 
providing context- and task-related information in-situ. Over the 
last two decades there have been several studies investigating the 
suitability and efectiveness of AR applications for manual assem-
bly or maintenance tasks. In these studies, AR applications were 

usually compared to paper-based instructions by measuring the 
time required to complete a task, the amount of errors that occurred 
during the task, and the mental workload during the execution. 

Funk et al. [16] compared four diferent hardware types (paper, a 
smart glass, a smartphone, and in-situ projection) using a standard-
ized Lego Duplo task [15] with 16 participants (with-in subject). In 
this study, all hardware types used the same pictorial instructions. 
The authors measured the task completion time, errors, and the 
task load. The results showed that there is no signifcant diference 
between in-situ projections and paper instructions regarding the 
completion time. However, the same pictorial instruction on a HMD 
and HHD resulted in a signifcantly slower time to recognize the 
correct elements compared to the paper. In addition, more errors 
were produced when using the HMD compared to the hand-held 
device and in-situ projection. In regards to the cognitive load, the 
in-situ projection was perceived to be the lowest and the HMD was 
the highest. 

Blattgerste et al. [6] investigated diferent in-situ instructions for 
assembly tasks by comparing four visualization types (3D in-situ, 
2D in-situ, 3D wire, and side by side) using the Microsoft HoloLens 
in a with-in subject study consisting of 24 participants asked to 
solve a standardized LEGO Duplo task [15]. While the results show 
a faster completion time and less errors when using 3D in-situ visu-
alizations, there was no signifcant diference between the systems 
in terms of the task load. Blattgerste et al. [7] further compared dif-
ferent types of AR hardware (Microsoft HoloLens, Epson Moverio 
BT-200, and smartphone) to paper-based instructions. The paper-
based instructions resulted in the fastest overall task completion 
time, while the Microsoft HoloLens led to the least number of errors, 
but with a signifcantly higher cognitive load. 

Smith et al. [37] analyzed the efect of diferent interaction modal-
ities (touch and voice) and visualization modes (3D model, text 
annotation, and in-situ video) of an AR application on task load, 
task completion time, and error rate for 24 participants perform-
ing a LEGO Duplo task. The in-situ video led to the fastest task 
completion time, followed by superimposed 3D models and text 
annotations. In addition, the task load was the lowest for the in-situ 
videos and the highest for the text annotations. The method by 
which the users interact with the AR content (touch versus voice) 
had little to no efect on the measured performance. 

Radkowski et al. [31] investigated the efect of diferent visual 
features (abstract versus concrete) of 3D content for diferent de-
grees of difculty in manual assembly tasks. Abstract refers to visual 
forms (e.g., lines, colors, shapes) that are separate from any concrete 
3D models. The authors conducted a between-subject study with 
33 participants (abstract visualization versus concrete visualization 
versus paper-based). The participants had to assemble a mechanical 
axial piston engine with a total of 16 manual assembly process steps. 
Two of these steps were rated with a high degree of difculty; all 
the others were rated with a low degree. In comparison to the LEGO 
Duplo tasks [15], this assembly task can be considered to be more 
difcult as it is based on real conditions. The authors used a tabletop 
AR workstation displaying an AR view of the working space. They 
showed that the abstract visualization led to an overall longer com-
pletion time and more errors compared to concrete visualizations. 
Further, the concrete AR visualization resulted on average in a 
similar completion time compared to the paper-based instructions, 
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Table 1: Overview of the closely related studies. Most AR vs. AR studies also used paper instructions as baseline. 

Study Medium Task AR-Visualization 
A
R 
vs
. A

R 
Pa
pe
r v

s. 
A
R 

Tang et al. 2003 [40] Paper vs. Lego Duplo 3D models and arrows 
Sony Glasstron LDI-100B 

Syberfeldt et al. 2015 [38] Paper vs. 3D puzzle Abstract highlighting 
AR-enabled Oculus Rift 

Fiorentino et al. 2014 [14] Paper vs. Engine maintenance 3D animations, text, voice 
Monitor-based AR 

Hou et al. 2015 [22] Paper vs. Pipe system assembly 3D models of pipes 
Monitor-based AR 

Uva et al. 2018 [42] Paper vs. Engine maintenance Test and highlighting 
In-situ Projection 

Funk et al. 2016 [16] Tablet (no AR) vs. Lego Duplo Same pictorial instructions 
Epson Moverio BT-200 vs. 
In-Situ Projection 

Blattgerste et al. 2017 [7] Epson Moverio BT-200 vs. Lego Duplo Same, but slightly adjusted 
Microsoft HoloLens vs. for the diferent media 
Smartphone 

Smith et al. 2020 [37] Smartphone Lego Duplo 3D models vs. 
text-annotation vs. 
in-situ video 

Radkowski et al. 2015 [31] Monitor-based AR Engine maintenance Abstract vs. 
concrete 

Blattgerste et al. 2018 [6] Microsoft HoloLens Lego Duplo 3D in-situ vs. 
2D in-situ vs. 
3D wire vs. 
side-by-side 

while the completion time for abstract visualization was almost 
twice as long. This result suggests that concrete visualization is 
more suitable for relatively simple tasks. However, which kind of 
visualization type is more appropriate for rather complex tasks 
could not be answered as there were ambiguous results regarding 
the time of the two difcult assembly steps. 

Wiedenmaier [47] argues that users only beneft from AR when 
focusing on difcult assembly tasks and most of the previous studies 
[7, 16, 31, 37] confrmed that AR does not provide an advantage for 
the completion time of simple tasks. Furthermore, Wiedenmaier 
claimed that "[g]ood manuals often use line drawings instead of 
photos, to reduce complexity. In the same way, assembly tasks 
can often be simplifed by more abstract objects"[47]. Haller [18] 
concluded that 3D models look nice for AR developers, however 
the actual end users often ask for abstract but familiar schemes or 
2D drawings. These statements contradict the results of Blattgerste 
et al. [6] and Radkowski et al. [31]. 

Interactivity is considered as an important factor when focusing 
on AR applications [4], but only few studies (e.g. [37]) have inves-
tigated the impact of diferent interaction techniques in this feld. 
In most existing studies regarding types of instruction systems, 
there is no active interaction with the system itself. Usually, tech-
niques such as Wizard of Oz or automatic detection of the correct 
placement are used and the user should fully concentrate on the 
task. However, an automatic detection of the correct placement 
can not be implemented for every task, wherefore multi-modal 
interactions with hand gestures, voice or special controllers are 

meant to enhance the user experience in AR applications [9, 20]. 
While designing the interaction, the environment as well as the 
task needs to be considered. Due to loud noise, for example on the 
shop foor, voice interaction is often not suitable for interacting 
with the AR system. 

3 RESEARCH GAP AND APPROACH 
The literature analysis reveals many existing studies that evaluate 
AR-based assistance for manual assembly and maintenance tasks, 
as shown in Table 1. Usually these studies either compare AR-based 
instructions to those using diferent media such as paper-based 
and mentor-based instructions [46], or they focus on comparing 
AR-based instructions through diferent hardware types such as 
projection-based AR, hand-held devices, or HMDs. Only a few 
studies compare diferent visualization types for instructions using 
the same AR hardware type. 

Although the success of AR-based applications for assembly 
depends on many diferent factors, current studies almost do not 
adequately address the complexity and setting of the task [11] and 
instead focus on simplifed Lego assembly tasks, neglecting a variety 
of conditions of real complex tasks. Only one study [31] compares 
visualizations of one type of hardware in real tasks, but the static, 
monitor-based apparatus of the study setup and the resulting lim-
ited interaction and visualization area neglect the complexity of 
mobile settings as well as limit the possibilities of 3D representation. 

Through our study, we contribute to the feld of comparative 
studies of AR for assembly tasks by examining the visualization 
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types for instructions that are suitable for HMDs in real-world 
tasks. To accomplish this, we conducted a user study to identify the 
infuence of diferent abstract and concrete visualization types on 
the key performance indicators in machine set-up processes. 

For our diferent forms of visualization, we distinguish between 
the types of 3D holograms. We use very simple (abstract) holograms 
like wire mesh boxes and simple 3D arrows as well as detailed 
(concrete) 3D models from CAD data; we refer to the former as 
abstract AR (AAR) and the latter as concrete AR (CAR). In addition, 
we also distinguish between the use of multimedia data through 
videos. Such instructions with additional video fles we refer to as 
abstract AR with videos (AAR+V) and concrete AR with videos 
(CAR+V). Additionally, we used paper-based instructions as a base 
line. The key performance indicators of our study were the task 
completion time, error rate, as well as task and cognitive load. We 
aim to investigate the following hypotheses: 

H1: The task completion times for the set-up procedures with 
AAR, CAR, AAR+V, CAR+V and paper-based instructions 
are signifcantly diferent. 

H2: The number of errors for the set-up procedures with AAR, 
CAR, AAR+V, CAR+V and paper-based instructions are sig-
nifcantly diferent. 

H3: The cognitive load for the set-up procedures with AAR, CAR, 
AAR+V, CAR+V and paper-based instructions is signifcantly 
diferent. 

To verify our hypotheses, we carried out a between-subject study 
as the execution of the instruction with either visualization type 
may lead to learning efects which could infuence our dependent 
variables. We collected qualitative as well as quantitative data sets. 
With regard to the quantitative data set, we defned dependent 
variables such as task completion time, error rate, mental workload, 
perceived usability and user experience and the visualization type 
with fve characteristics as independent variable. 

4 AR APPLICATIONS 
We evaluated two self-developed Microsoft HoloLens applications 
that support the same task of performing hardware-centered ac-
tivities – but with diferent visualizations. The main concept of 
both applications is to guide users in performing a task through 
AR instructions. The applications were meant to support novice 
users in procedural machine set-up tasks. 

When we compare concrete (see Figure 2) with abstract (see 
Figure 3) types of visualization, it is clear that concrete visualization 
is much more detailed and closer to the actual application. While 
in the abstract visualization only arrows or generic forms indicate 
points of action, the concrete visualization maps exactly the 3D 
models with the real work pieces, giving the user richer indications 
of the parts to be used and their locations. 

4.1 Concrete Augmented Reality Visualizations 
The frst application (concrete augmented reality, CAR) was created 
in the research project Cyberrüsten 4.0 and focuses on the proce-
dure of setting up complex machines [21]. The application uses 3D 
models provided by CAD machine data and the instructions are typ-
ically created by professionals on the shop foor (domain experts) 

with the same AR application in edit mode. The instructions are 
organized in small sub-tasks as sequential step-by-step commands. 

When creating an instruction with the CAR application the ex-
pert defnes which component needs attention by selecting the 
component’s name from a list, selecting a virtual overlay (shadow) 
of the component on the machine, then defning the mounting 
direction for each step. The expert can take photos or videos to 
further visually illustrate the activities for each step. Photos and 
videos are recorded with the built-in RGB camera of the Microsoft 
HoloLens to create the same perspective as that of the expert. 

To view the instructions, a main panel shows the information 
about the current process step including the current step number 
and the name of the component. On the left side of the main panel 
is another panel showing pictures and videos of the current step. By 
default, the panels are connected to each other and follow the users’ 
movement, but they can be fxed to any position within the room by 
the user. Buttons are located in the lower corners of the main panel 
to navigate through the instructions. Furthermore, concrete 3D 
models show the component and its mounting position, as shown 
in Figure 2. The 3D models move to the mounting position to show 
the mounting direction, the models dwell for three seconds on the 
mounting position, and then the animation repeats. 

4.2 Abstract Augmented Reality Visualizations 
The frst feld trial at a local company of our frst application showed 
that creating the AR content and preparing the CAD data required 
an enormous amount of efort, which may not be possible by actual 
domain experts. Furthermore, the company in which we evaluated 
the frst application wanted to use it for other tasks (beyond setting 
up a machine) for which no CAD data were available. We therefore 
implemented a second AR application (abstract augmented reality, 
AAR) from scratch with less detailed 3D models compared to the 
frst application which also simplifed the content creation. This 
ensured that the actual AR content creation could be done by non-
AR experts. While building this second application, we replaced 
the detailed CAD models with simple abstract 3D models, such as 
arrows, circular arrows, and boxes (see Figure 3). 

In this second application, the creation of the instructions can 
be completely done by domain experts. The expert can therefore 
select diferent 3D models from a table for every step and place, and 
rotate and scale them using hand gestures. For each step, a free text 
description can be added. Similar to the frst application, the expert 
can document each step via pictures or videos with the support of 
the built-in RGB camera of the Microsoft HoloLens. The interface 
for viewing the instructions within the AAR application follows 
the same design as the CAR application. The simple 3D models are 
shown on the machine, as shown in Figure 3. 

5 STUDY 

5.1 Setup and Apparatus 
We collected the data based on the performance of an identical 
complex task. We instructed the participants to equip a Wafos 
RBV 35 bending machine with a set of bending tools using the pre-
defned visualization types (paper, AAR, AAR+V, CAR, CAR+V). At 
the beginning of the task, no tools were mounted on the machine 
and the machine axes were set to an initial position, which did 
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Figure 2: Concrete AR visualization of assembly step a) 1, b) 7, c) 11. 

Figure 3: Abstract AR visualization of assembly step a) 1, b) 7, c) 11. 

not change during the course of the study. The individual tool 
components were lined up on a table and individually labeled. The 
position of the tools was identical during each study. 

The participants were given the task to mount the tool compo-
nents on the machine according to the instructions. The instructions 
specifed a certain sequence which was identical for all visualization 
types. The participants were instructed to follow the sequence, but 
they were allowed to go back and forth between the individual steps. 
In total, the entire process included eleven steps, each with one 
tool component. Tool component nos. 5, 8 and 11 include additional 
screws. No other tools (e.g. Allen wrenches) were required for the 
execution of the steps, as the screws only required hand tightening. 
This is slightly diferent in reality, but it makes the entire evalua-
tion setup easier. Figure 5 shows the dependencies of the individual 
tool components. Some tool components do not have mechanical 
connections with others. For example, tool component no. 1 could 
also have been mounted in the last position. In contrast, it was 
necessary to install tool component no. 2 before no. 3. The situation 
was made more difcult by the fact that tool no. 4 could only be 
ftted correctly if nos. 2 and 3 were ftted correctly, see Figure 4. This 
realistic conception of the task thus included complex steps that 
are difcult to perform without prior knowledge. We determined 
the complexity for each step according to various criteria (see for 
example [31]) on a 4-point scale from low to high complexity. 

5

4

76

321 111098

Complexity level
1 - low complexity
2
3
4 - high complexity

Figure 4: Dependency graph of the assembly steps. Each box 
indicates an assembly group. There are no dependencies be-
tween the assembly groups and the assembly order could be 
changed. The arrows indicate the dependencies of the indi-
vidual steps, e.g. step 5 depends on the correct assembly of 
step 4. The color of the circles indicates the complexity level 
of the step. 

For each step, we created paper instructions and content for the 
AR applications. We selected and placed holograms for each step 
and recorded a short video showing the task execution from a frst-
person perspective. Within the AR applications, the name of the 
components and the holograms were shown. There were no addi-
tional textual instructions. Only for the AAR+V and CAR+V, further 
videos were provided. In the paper instructions we included a single 
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picture of the mounted component and another picture of the com-
ponent from the CAD data, as seen in Figure 5. Additionally, the 
step number, name of the component and a one-sentence descrip-
tion were provided next to the picture. Each step was printed on 
one page in landscape orientation. All instructions were evaluated 
and approved by a mechanical engineer with domain knowledge. 

Figure 5: Representations of the tool for each step. 

5.2 Data collection and processing 
We collected several kinds of data during the execution of the 
study. The execution times of each individual assembly step were 
recorded by using an integrated logging function of the HoloLens 
applications. Specifcally, the dwell time (including the time for 
watching the videos) of the participants in each step was logged 
and added to a total time at the end. The start and end of each step is 
indicated by pressing the next button in the main panel. For accurate 
measurements, e.g. to compensate orientation time in the beginning, 
we added one dummy step before and after the actual task. The 
entire procedure was also recorded with a video camera. The logged 
data were subsequently checked against the video and adjusted if 
the participants accidentally opened the bloom menu and did not 
know how to close it. In this case, we intervened and later removed 
this period from the total completion time. The errors were recorded 
manually and documented with pictures after the completion of the 
procedure. An error was counted when the position or orientation 
did not match the specifcations of an instruction step. We did 
not distinguish the error type; however, subsequent errors were 
not counted if the relation to the dependent components was not 
broken. In total eleven errors are possible, one for each step. 

We further collected additional data using four standardized 
questionnaires. We used the (1) Rating Scale Mental Efort (RSME) 
[49] and the (2) NASA-TLX [19] questionnaires for measuring the 
task load, the (3) System Usability Scale (SUS) [5] for measuring 
the perceived usability of the system, and the (4) User Experience 
Questionnaire (UEQ) [24] for measuring the user experience. 

To enrich our quantitative data, we additionally video-recorded 
the execution of the task and audio-recorded a follow-up discus-
sion which was carried out as a closing interview. This discussion 
followed a predefned interview guideline. The audio recordings 
were fully transcribed and coded using a deductive coding system 
which was derived from the interview guideline. 

5.3 Participants 
We recruited 48 voluntary participants in total (7 female and 41 
male) through social media and public mailing lists. Most of them 
(33) are undergraduate students of diferent disciplines (21 industrial 

engineering, 5 human-computer interaction, 6 mechanical engineer-
ing, 1 business administration). The remaining 15 participants are 
professionals in other industries (e.g., banker, journalist, soldier and 
software developer). We ensured that none of the participants had 
experience in operating the machine. Five persons had previous 
experience with setting up machines. We divided the participants 
into fve groups by separating them equally according to their jobs 
and prior knowledge in mechanical tasks and setting up machines. 
From the participants in the AR conditions, 15 participants did not 
know about AR, 18 participants knew the concept of AR but had 
never used an AR application, and 7 participants had previously 
used some kind of AR (3 of these participants had previously used 
the Microsoft HoloLens). 

5.4 Procedure 
We began our study by informing each participant about the overall 
goal and the procedure. All participants signed a consent at the be-
ginning of the test session informing them about their right to stop 
participating in the study at any time without any consequences. 
Furthermore, we informed the participants that the session would 
be video- and audio-recorded, but all recordings would be treated 
confdentially, and references would only be made in anonymized 
form. The participants had sufcient time to read the consent form 
and ask questions before signing the form. 

Before we began with the actual task, we frst calibrated the Mi-
crosoft HoloLens for each participant with the built-in calibration 
application. Next, we started one of our two applications and used 
a sample instruction for explaining the application and the inter-
action with the Microsoft HoloLens. The process lasted until we 
were sure that the users had mastered the most important gestures, 
especially the AirTap. Once this was achieved, we moved to the 
actual machine and we briefy explained the general task. We also 
showed the participants where the components were located and 
told them that they were completely on their own and would not 
receive any support. After the task was completed, we removed the 
Microsoft HoloLens, cleaned it for the next participant, and asked 
the participant to answer the RSME and NASA-TLX questionnaires. 
We then discussed the task with the participants near the machine 
and asked them to comment on the individual steps and rate them 
according to the perceived complexity. For this purpose, a 4-point 
scale was taken, where 1 corresponds to low perceived complexity 
and 4 to high perceived complexity. The participants were then 
asked to complete the UEQ and SUS questionnaires. Finally, the 
procedure was completed with a closing semi-structured interview. 
Overall, the procedure lasted an average of 70 minutes. 

Of note, due to the ongoing COVID19-pandemic, we and the 
participants wore oronasal masks and maintained a minimum 1.5-
meter (around 5 ft.) distance. In addition, the test area and gear were 
cleaned and disinfected vigorously before and after every session. 

6 RESULTS 
With the data collected from the participants, we statistically ana-
lyzed the values of the dependent variables. As the one-way ANOVA 
requires normal distribution and homogeneity of variance, we frst 
tested for normal distribution using the Shapiro-Wilk-Test [36] and 
for the homogeneity of variance using the Levene-Test [41]. The 
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assumption of normal distribution was invalidated by the error rate, 
and homoscedasticity was violated by the RSME values. For the 
variables with normal distribution and homoscedasticity we used 
a one-way ANOVA for the analysis, the error rate was analyzed 
with a Kruskal-Wallis test [43] and the RSME values with a Welch-
ANOVA [41]. We further used the Bonferroni post hoc test [39] 
for the one-way ANOVA and Games-Howell post hoc test for the 
Welch-ANOVA. 

Table 2: Test results for normal distribution and ho-
moscedasticity. 

Dependent Variable Shapiro-Wilk-Test Levene-Test 
Sig. (p) Result Sig. (p) Result 

Task Completion Time .102 OK .499 OK 
Error Rate .008 NO .293 OK 
RSME .461 OK .001 NO 
NASA-TLX .631 OK .140 OK 

6.1 Task Completion Time 
The frst hypothesis (H1), which states that the mean values of 
task completion time difer signifcantly between the diferent vi-
sualization types, is not confrmed (F(4, 43) = .194, p < .940) by the 
one-way ANOVA. A closer look at the Bonferroni post-hoc test 
consequently shows that no combination of the dependent vari-
ables reveals a signifcant diference between the mean values of 
the execution times. The descriptive statistics show that the paper 
instruction required the least mean time for completing the whole 
set-up procedure with 646.5s (SD = 237.8s), followed by AAR with 
675.0s (SD = 171.6s), and AAR+V with 677.9s (SD = 149.6s). The 
concrete visualization types both required more time, with 708.0s 
for CAR (SD = 206.1s) and 712.0s for CAR+V (SD = 152.9s). 
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Figure 6: The mean task completion time using the diferent 
visualization types. Error bars represent the standard error 
of the mean. 

There was a huge diference in the usage of the videos. According 
to the HoloLens log, the participants using AAR+V watched the 
videos more frequently than those using CAR+V. On average, the 
participants using AAR+V watched the videos 18.5 times (SD = 
2.77) whereas participants using CAR+V only 11.3 times (SD = 6.59). 
Participant CAR+V-8 did not even watch a video once. CAR+V-2 
stated: “I watched the videos for details. Sometimes you did not even 
need the video because the task was so simple.” The time for watching 
the videos is included in the total completion time. However, there 
was no correlation between the number of videos watched and the 
task completion time. 

6.2 Errors 
The second hypothesis (H2) states that the mean number of errors 
difers signifcantly between the diferent visualization types. In 
this case the number of errors does not show a normal distribution; 
therefore, we performed the Kruskal-Wallis test. The results show 
that the mean number of errors difers signifcantly (Chi-square(2) 
= 21.671, p < .001). Descriptive statistics show that participants with 
a CAR+V visualization made only 1.7 errors on average (SD = 0.67). 
The average number of errors for paper and AAR+V was 2 (SD = 
1.19 and SD = 0.66). Participants with AR visualizations without 
video had the highest number of errors. The average number of 
errors for CAR was 2.7 (SD = 0.82) and for AAR was 3.9 (SD = 1.1). 
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Figure 7: The mean number of errors that were made during 
the task using the diferent visualization types. Error bars 
represent the standard error of the mean. The signifcance 
lines show the signifcance value of the pairwise comparison 
of the Krukall-Wallis Test. 
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Figure 8: Distribution of mean errors by step, grouped by 
visualization type. 

A closer look at the pairwise comparison shows that CAR+V and 
AAR difer signifcantly (p < .001) with a large efect size (r = .912). 
On average, participants that used CAR+V made 2.2 fewer errors 
than those using AAR. The same efect holds for AAR and AAR+V. 
Participants using AAR+V had an average of 1.9 fewer errors (p < 
.005) with a large efect size (r = .774). Even participants with paper 
instructions, with 1.9 fewer errors on average, had a lower number 
of errors and are therefore signifcantly (p < .016) diferent from 
the AAR instruction with a large efect size (r = .742). The results 
show that participants using abstract AR visualizations without 
video perform poorly in this setting, as they made a particularly 
high number of errors. The average number of errors associated 
with AAR+V is signifcantly lower compared to AAR. 

The diferentiated consideration of the error mean values related 
to the individual steps and the visualization types is shown in Figure 
8. We clearly saw that, on average, most errors occur in set-up steps 
5 and 8. The number of errors refect the pre-determined complexity 
of the individual steps. However, the perceived complexity was not 
in line with the pre-determined complexity, except step 1 and 6. 
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Overall, the participants rated low complexity steps higher and 
high complexity steps lower. For example, step 8 was rated with 
an average of 2 by the participants versus our pre-determined 
complexity of 4. Furthermore, there is no tendency that indicates 
that videos lead to a overall lower perceived complexity. 

6.3 Mental Efort 
The third hypothesis (H3) states that the mean values of the indi-
cators for cognitive load difer signifcantly between the diferent 
visualization types. For this purpose, we investigated the results of 
the RMSE and NASA-TLX questionnaires. The RSME values did not 
show variance homogeneity and therefore the Welch-ANOVA was 
investigated. The results show that there is a signifcant diference 
between the groups (F(4, 21.325) = 3.080, p < .038). The Games-
Howell post-hoc test does not show signifcant diferences between 
the groups. Only between AAR and paper was the signifcance 
level almost reached with p < .055. Alternatively, the Bonferroni 
Post-hoc test was applied, which shows a signifcant diference 
between AAR and Paper (p > .010) with a medium efect size (f = 
.26). 
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Figure 9: The mean mental efort during the task using the 
diferent visualization types. Error bars represent the stan-
dard error of the mean. 

An examination of the descriptive statistics reveals that the 
RSME mean for using paper at 16.87 (SD = 10.99) is much lower 
compared to AAR at 48.15 (SD = 29.15). Both AAR and CAR result 
in a higher RSME value compared to paper instructions. When 
comparing CAR with 33.75 (SD = 17.91) and AAR, CAR tends to be 
slightly lower. The same applies to AAR+V with 28.55 (SD = 14.57) 
and CAR+V with 25.45 (SD = 13.33). These results show that videos 
lead to lower RSME values, which indicates less stress compared to 
set-ups without video. 

6.4 Task Load 
The NASA-TLX values show variance homogeneity and were tested 
for signifcance using one-way ANOVA. The test shows signifcant 
diferences between the groups (F(4, 43) = 2,695, p < .043). In con-
trast, the Bonferroni post-hoc test shows no signifcant diference 
between the groups. Only CAR and CAR+V are approximately 
signifcantly diferent (p < .057) with a small efect size (f = .204). 

The descriptive statistics provide a good indication that the mean 
value of CAR with 35.91 (SD = 13.59) and CAR+V with 19 (SD = 
7.39) is diferent. This confrms the tendency of the RSME values 
described above that indicate that video reduces cognitive load. The 
mean value of CAR+V in the NASA-TLX is lower than the mean 
value of the paper instruction with 26.25 (SD = 10.95). AAR with 
a mean value of 34.33 (SD = 14.44) is similar to the mean value of 
CAR, but AAR+V with 28.91 (SD = 16.32) is higher than CAR+V. 
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Figure 10: The mean task load during the task using the dif-
ferent visualization types. Error bars represent the standard 
error of the mean. 

6.5 Usability and User Experience 
The standard SUS-questionnaire according to Bangor [5] was used 
to evaluate the usability of the AR visualizations by the participants. 
The individual scores were combined to determine a mean value 
and were also tested with a one-way ANOVA. The preconditions of 
variance homogeneity and normal distribution of the mean values 
are given. The result of the one-way ANOVA shows no signifcance 
between the mean values of the individual visualizations (F(3, 36) = 
.483, p < .696). The descriptive statistics provide a mean value of 82 
(SD = 12.19) for AAR+V. AAR has a mean value of 79.5 (SD = 9.26), 
which is only slightly lower. The same is the case for CAR+V with 
78.25 (SD = 9.36) and CAR with 76 (SD = 13.5). 

The UEQ was used to measure user satisfaction [35]. After com-
pletion of the set-up task, the UEQ questionnaire was flled out by 
the study participants. For the analysis, the standardized evalua-
tion procedure was used and the mean values were determined, 
as shown in Figure 11. The results show no essential diferences 
between the mean values. 
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Figure 11: The mean UEQ for the diferent scales grouped by 
diferent visualization types. 

6.6 Summary of Qualitative Feedback 
Most participants expressed enjoyment in the discussion and clos-
ing interview even though half of the participants expressed discom-
fort related to the weight and comfort of the Microsoft HoloLens. 
The participants also stated they see high potential for the use of 
AR for providing assistance in the private and professional sec-
tors. Participant AAR-4 was one of many that gave an example for 
private use: “The application was very helpful to me and I can well 
imagine that it would also support me, for example, in assembling 
an IKEA cabinet.” Participant CAR-3 further explained: “I found it 
much easier than the paper instructions you always get. Because there 
I don’t understand anything anyway. When I see it virtually, I fnd it 
much easier.” Participant CAR-1 described a potential use case for 
the professional sector: “For example, for apprentices or trainees who 
do not have much experience, they learn how to do it properly. No one 
would have to stand next to them and explain it, instead they can do 
it them self, because they have everything in front of their eyes.” 
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There were also critical statements. Participant AAR-1, for exam-
ple, said: “I noticed that because I was so concentrated on the device 
and the instructions, I didn’t notice important details. You look less 
at the parts. I think when you work with the AR glasses, you turn of 
your brain a little bit.” For similar reasons AAR+V-6 suggested “I 
would have found it cool to get feedback from the system. For example, 
when you placed it correctly, that there is some audio feedback that 
indicates the part was aligned correctly.” 

The participants using AAR had some issues with identifying 
the meanings of the abstract 3D models and therefore made the 
most errors. For this reason, Participant AAR-8 requested additional 
textual information, AAR-6 asked for concrete presentations of the 
components, and AAR-5 wanted to see videos about the execution 
of the tasks. Participants using the concrete AR application also had 
suggestions with regard to the information visualization. Partici-
pant CAR-3 suggested additional simple visualizations like arrows 
or circles for highlighting important details or positions. CAR-1 
asked for the ability to hide the holograms after it became obvious 
where to mount the component because the holograms blocked his 
view on the real part. Multiple participants using the videos wished 
for more detailed videos, for example, with additional highlights of 
important details with marks or zooms. 

Overall, the videos were perceived as extremely helpful by all 
participants. As AAR+V-1 put it: “In the video I see how it is done and 
I just imitate it”. CAR+V-6 explained how she used the holograms 
and videos: “I used both equally, because they provided diferent 
information. So, the hologram for the position, there I did not look at 
the part itself and in the video, I was able to get more information 
about the exact look of the part and where the screws go.” When 
we asked the participants, who had used the videos whether they 
could have completed the task without the video, they expressed 
skepticism and said that the videos gave them a feeling of safety 
and strengthened their confdence in their own actions. 

7 DISCUSSION 
The goal of our study was to examine the infuence the visualization 
of AR content has on complex working practices. We investigated if 
signifcant diferences exist in (1) task completion time, (2) number 
of errors and (3) cognitive load between the visualization forms. 

7.1 Type of visualization has no impact on 
completion time 

The frst hypothesis (H1) is not confrmed. The descriptive statistics 
show that AAR provides slightly better completion time values 
than CAR. These results are in line with results presented by Funk 
et al. [15]. A detailed analysis of our results (see Fig. 6) shows that 
the standard deviation of the task completion time for paper in-
structions is much higher than the standard deviation of the task 
completion time using the other visualization types. Participant 
CAR-3 suggested that paper instructions are often not very easy to 
interpret. This statement is refected in the higher standard devia-
tion. The results that CAR and AAR do not difer signifcantly in 
execution time support the fndings of Blattgerste et al. [6]. How-
ever, the results of Radkowksi et al. [31] difer from our results as 
Radkowski et al. showed signifcant diferences for task completion 
times using diferent visualization types. Also, supplementing AAR 

and CAR visualizations with videos does not result in signifcant 
diferences in the execution time. Comparisons of the results be-
tween the studies in general are limited, since the studies difer 
greatly in their design and implementation [37]. 

7.2 Concrete visualization with videos 
promotes a correct execution 

The second hypothesis (H2) is confrmed as there are signifcant 
diferences between the individual visualizations with respect to 
the number of errors. Most participants using CAR performed bet-
ter than the participants using AAR. Both CAR+V and AAR+V are 
better than CAR and AAR. In the case of AAR+V, using videos 
cut the errors in half. Based on these results, it is obvious that the 
efort to create CAR is worthwhile, as more detailed holograms 
lead to fewer user mistakes during assembly. AAR should only be 
used if holograms are combined with a video, however. Only in this 
case the abstract information of the hologram can be translated 
into useful instructions for the user [15, 48]. A comparable result is 
presented by Smith et al. [37], who state that in-situ videos in an 
AR environment are an efective way to display procedural instruc-
tions for assembly tasks. In general, it can be stated that videos 
complement the holograms and lead to a higher user safety during 
the execution of the tasks. The participants expressed appreciation 
of the holograms providing the position and orientation of the tool 
on the machine. They also stated that if they were unsure about the 
exact steps required, they watched the relevant video for further 
information and support. 

A more precise diferentiation of the results categorized by pro-
cess step shows that most errors were made in set-up steps 5 and 8 
(see Figure 8). The components that had to be mounted in steps 5 
and 8 are almost symmetrical and the correct orientation can only 
be recognized by a small edge on the tool (see Figure 12). In these 
cases, both visualization types without videos perform poorly, but 
even though both had cues for the correct orientation. In the case 
of AAR, an arrow hologram was used to point out specifc features 
(for example the chamfer on component of step 5). The CAR holo-
grams represent the geometric features in the CAD models per se. 
As the results point out, the cues – especially in the AAR visualiza-
tion – were not recognized by the participants. Some participants 
mentioned this aspect during the interviews by asking for a more 
detailed description of the tool position and orientation in step 5 
and 8. We therefore suggest adding textual information for these 
specifc details. 

As Radkowski et al. [31] have already shown, set-up steps of 
varying complexity have a particular efect on the number of er-
rors. The complexity of a single set-up step can be determined, for 
instance, by the maximum number of orientations of the object to 
be mounted and the number of contact surfaces which have to be 
brought into line. Radkowski’s et al. [31] results show that CAR 
visualizations perform better by causing fewer errors. However, the 
hypothesis that CARs are better suited for complex set-up steps 
cannot be confrmed. Our results extend these fndings by showing 
that CAR may cause fewer errors the addition of videos is essential 
when focusing on complex set-up steps. For the complex steps 5 and 
8, the instructions with video perform better than the instructions 
without video. In addition, paper instructions are also quite suitable 
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Figure 12: Comparison of the correct mounting of the component in step 5 and a typical error done by the participants. Left: 
AAR visualization with hint for attention to the chamfer. Middle: correct orientation. Right: the wrong orientation leads to a 
gap between the components. 

for complex steps (see Figure 8). Participant AAR-1 speculates on 
possible reasons why pure AR instructions do not work so well. In 
his opinion, the holograms cause the user to be distracted and pay 
too much attention to the holograms, turning of common sense. 
Based on this, concrete suggestions were provided during the inter-
views. For example, participant AAR-8 requested additional written 
information for particularly critical set-up steps. In addition, the 
participants would have liked additional feedback on critical set-up 
steps (AAR+V-6). This suggests that the potential limits for both 
CAR and AAR were reached, since only the target state is visualized 
with no verifcation of the manual assembly process. This could 
be supported by additional sensory feedback components of the 
machine. An additional motivation for a subsequent sensory check 
is the partial lack of accuracy of the holograms. Especially for tasks 
in which exact placement of the assembly components is important, 
both CAR and AAR had limitations due to the hardware [6]. Our 
study does not provide any further insights regarding input interac-
tion mechanisms for HMDs. The literature only refers in one place 
to the fact that diferent input interactions have no further impact 
on performance [37]. However, our qualitative results highlight that 
participants emphasize further interaction with the AR-device in 
the form of direct feedback on the performed manual operation in 
the case for complex assembly operations or to use voice interaction 
to ease the general interaction with the applications. 

7.3 The more concrete the visualization, the 
lower the cognitive load 

The third hypothesis (H3) is not confrmed. The Games-Howell 
post-hoc test could not identify signifcant diferences between 
the groups; only the pairwise test of paper and AAR was close to 
signifcance (p < .055). The task load was the lowest with CAR. The 
Bonferroni post-hoc test revealed no signifcant diference between 
the group, only a trend that CAR+V performs better than CAR (p < 
.057). In their study, Blattgerste et al. also show signifcantly lower 
values for paper instructions [7]. Furthermore, AAR+V and CAR+V 
lead to a decrease in the cognitive load of the participants compared 
to AAR and CAR. We observed this tendency also in the task load; 
although they are not statistically signifcant, they are in line with 

the fndings from the literature [7, 37] and warrant further research. 
The values for CAR and paper difer greatly between the mental 
efort and task load and they are not in line with our expectations. 
Participant CAR-1 reasons the lower task load by the autonomous 
learning environment that the AR instructions provide. The novices 
are therefore able to act on their own. In general, this is more 
successful with CAR compared to AAR and videos in particular 
reduce the task load considerably. 

Both the results of the SUS and the UEQ indicate that there 
are no problems regarding usability and user experience. The SUS 
score is above the critical value 68 [5] in all cases considered. The 
user experience is also rated above average for all visualization 
forms [35]. The comparison between the visualization forms on the 
basis of descriptive statistics reveals that AAR is slightly lower than 
the others. The low values of AAR for "Perspicuity", "Efciency" 
and "Dependability" can be traced to the fact that only abstract 
representations are not sufcient (see AAR-8, AAR-6 and AAR-5). 

7.4 Trade-of between accuracy of CAR and 
applicability of AAR 

Currently, paper-based instructions are still status quo in many 
industrial settings [12]. However, AR-based approaches are increas-
ingly gaining ground in this domain. As participant CAR-3 points 
out, AR instructions are generally much more accessible than paper 
instructions. This statement is not consistent with the results from 
the study and should therefore be judged as a subjective feeling. 
As our results indicate, the use of paper instructions is certainly 
justifed in simple and complex settings. While in this study, we 
mainly focused on visualization, the creation of content must also 
be considered. Content creation requires several skills such as 3D 
modeling, computer graphics and animations, programming and 
expertise about the spatial registration of virtual elements and its 
tracking. Machine set-up experts often have little or no knowledge 
of creating AR content [17], which means that appropriate AR au-
thoring tools are required to allow a quick and easy way to create 
content. Methods that involve generating AR content automatically 
are not suitable in view of the complex tasks [13]. Instructions us-
ing AAR can be created directly with the Microsoft HoloLens and 
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none of the listed skills are usually required, as predefned standard 
sets can be used. However, the results of the study show that the 
pure abstract representation is not sufcient for real world tasks, 
and too many errors are made as compared to CAR. Therefore, it 
must be weighted up whether concrete visualizations are needed, 
or whether abstract visualizations are sufcient. 

7.5 Videos have a high positive efect on 
abstract visualizations 

Although our study has shown that the addition of videos has a 
positive efect on both visualization types, AAR should always be 
combined with videos. The combination of AAR and video results 
in signifcant improvements and thus meets both requirements; 
easy and fast creation of AR content, and good performance when 
using instructions. As participant AAR+V-1 states, the video se-
quences are well suited to simply being imitated. Moreover, from 
the participants’ (CAR+V-6) point of view, holograms and videos 
provide diferent information regarding the set-up task, so that both 
types of visualization complement each other and do not provide 
redundancy. Only the increased cognitive load when using AAR+V 
compared to CAR+V is a disadvantage. With regard to content, 
Gatullo et al. [17] highlight the updateability of the instructions. 
Both AAR and video have good updateability if the AR hardware 
supports the creation of videos. 

7.6 Take-aways for designing AR-instructions 
Our study shows that when focusing on minimizing the error rate, 
CAR visualizations are much more appropriate than AAR. When 
dealing with complex tasks, the error rate is often more crucial 
than the completion time. We therefore recommend using CAR to 
avoid errors. However, designers must consider the infuence of 
the AR instructions on the users. Holograms can easily lead users 
to just focus on the holograms. As adding videos as an additional 
resource, does not have a negative efect on the execution time, we 
recommend to integrate additional media like videos and photos or 
even text if holograms only cannot convey all important informa-
tion reliable. More strictly, we recommend for both visualization 
types that videos should always be considered as an essential part 
of AR-based instructions because videos lower the perceived com-
plexity of a task, they lead to a reduced mental efort during the 
execution of a complex task and they can reduce errors. We further 
recommend, whenever, 3D models of machine parts already exist 
and AR development expertise is available, consider using CAR 
or CAR+V. Creating CAR and CAR+V require additional efort in 
preparing the instruction, but for complex tasks this pays of. In 
the case that no 3D models are available or the creation of the 
models is too time-consuming, our results show that AAR+V has a 
performance comparable to CAR+V. The average number of errors 
is slightly higher, whereas the mean task completion time is lower. 

8 LIMITATIONS AND FUTURE WORK 
Both the sample size and the set of participants pose a limitation in 
that the results are not fully representative. A larger sample size 
as well as a more representative set of participants with diferent 
domain knowledge probably would lead to further insights regard-
ing the types of visualizations. To shed more light on the infuence 

of video performance, it would be necessary to adopt a video-only 
condition in a similar study in the future. Further limitations are 
the slightly diferent interfaces of the CAR and AAR applications. 
The infuence of the interfaces and a certain learning efect of the 
participants during the execution of the study were neglected in 
the evaluation. Although we assume that many of our fndings can 
be applied to other complex tasks, we cannot say so at this time. 
Therefore, further research is necessary to investigate other felds 
of application and, if necessary, to make valid statements about 
the transferability of the visualization forms. In addition to that 
we plan to focus on the efort of domain experts in creating the 
individual types of visualization and whether the efort is justifed 
from their point of view. Although our study provided us with a 
scenario that was as close to reality as possible, our participants 
were all inexperienced in handling the machine. In future work, it 
will be interesting to investigate what efects the respective types 
of AR visualization have on experts in the feld of machine set-
up. For example, we assume that experts with signifcant previous 
knowledge need fewer concrete visualizations as they already know 
many aspects of the set-up. Other considerations for further work 
include investigating the efect of the HoloLens hardware and the 
users’ experience with it. We will further consider multi-modal in-
teractions like voice, hand gestures and gaze and dwell, depending 
on the task and environment. In addition, the level of detail in the 
holograms that can be placed on the physical machine to enable a 
precise representation should be evaluated [6]; this was particularly 
evident in the execution of step 8 in this study. 

9 CONCLUSION 
As the use of AR in industrial settings increases, it is important 
to understand how diferent visualization types infuence user’s 
performance. While previous studies typically either focus on com-
paring diferent media [38, 42] as well as AR hardware types [7, 16] 
or using static apparatus’ [31], we evaluate diferent types of visu-
alization for the same hardware type for complex tasks in mobile 
settings. To accomplish this, we conducted a comparison study in 
which we identifed the infuence of the AR-based visualization 
types on the performance of complex machine set-up tasks. Both 
abstract and concrete visualizations have advantages and disad-
vantages. A designer should always make sure that the choice of 
elements fts the complexity of the task. Therefore, especially com-
binations of both visualizations types are useful and there is not 
only either or. We revealed diferent lessons learnt for designing 
AR-instructions using abstract as well as concrete visualizations as 
well as evaluation criteria. 

To conclude our fndings, we can state that CAR does not pro-
vide a signifcant advantage to AAR in terms of completion time. In 
contrast to this, CAR outperforms AAR regarding error rates, and 
videos lead in both cases to fewer errors – especially for complex 
set-up steps. Overall, with regard to complex tasks, CAR is the bet-
ter type of visualization. However, it generates additional work in 
the course of authoring which should not be ignored in such highly 
specialized application areas. The need to create time-consuming 
CAR content can be avoided by complementing abstract visualiza-
tions with videos, such that AAR+V is an efcient alternative to 
CAR or even CAR+V. AR glasses include various on-board features 
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to easily create AAR instructions. If instructions will be created and 
updated by non AR developers on the shop foor, we recommend 
using these on-board features to create AAR or AAR+V. 

Despite the limitations and the need for further research, our 
study provides a novel evaluation of diferent types of visualization 
on the same hardware and with the same media type for applicabil-
ity in complex application settings. We not only contribute design 
spaces for HCI researchers, but we also provide concrete starting 
points for AR designers and hardware developers. 
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