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ABSTRACT 
How-to videos are often shot using camera angles that may not 
be optimal for learning motor tasks, with a prevalent use of third-
person perspective. We present immersivePOV, an approach to 
flm how-to videos from an immersive frst-person perspective 
using a head-mounted 360° action camera. immersivePOV how-
to videos can be viewed in a Virtual Reality headset, giving the 
viewer an eye-level viewpoint with three Degrees of Freedom. We 
evaluated our approach with two everyday motor tasks against a 
baseline frst-person perspective and a third-person perspective. 
In a between-subjects study, participants were assigned to watch 
the task videos and then replicate the tasks. Results suggest that 
immersivePOV reduced perceived cognitive load and facilitated 
task learning. We discuss how immersivePOV can also streamline 
the video production process for content creators. Altogether, we 
conclude that immersivePOV is an efective approach to flm how-to 
videos for learners and content creators alike. 

CCS CONCEPTS 
• Applied computing → E-learning; • Human-centered com-
puting → User studies. 
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1 INTRODUCTION 
Online instructional videos have become ubiquitous with the growth 
of video hosting websites and Massive Open Online Course (MOOC) 
platforms. A popular subcategory of instructional videos are "how-
tos" for everyday physical tasks (hereafter referred to as how-to 
videos), such as cooking, shirt folding, and knot tying. How-to 
videos are commonplace on YouTube, and they provide an acces-
sible way to learn practical tasks [47, 68]. These how-to videos 
invariably involve a demonstration of the task, often with narra-
tion [18]. 

However, there is considerable variance between how-to videos 
with respect to design choices, and many are flmed in ways that 
may not be conducive to viewer engagement and learning. The pro-
duction of these videos remains guided primarily by the intuitions 
of content creators and existing videos, rather than documented 
principles [21]. An important design choice that difers between 
videos is the perspective from which a video is flmed. Surveying 
popular YouTube how-to videos, we fnd that the use of third-
person perspective (3pp) camera angles remain prevalent, despite 
literature suggesting that this may hinder learning due to what has 
been termed the perspective efect [25, 26, 70]. While content cre-
ators also use frst-person perspective (1pp) angles, these are often 
over-the-shoulder or static close-up shots which do not provide 
immersive viewpoints. 

We were curious as to why more immersive viewing angles were 
not being used to flm how-to videos. The point of view (POV) 
shot has its origins in cinema and has been used for decades, to 
show audiences what a given character is seeing "from their eyes" 
— their POV. This shot was frequently used by venerated flm di-
rector Alfred Hitchcock, featuring in his flms from as early as the 
1920s [60]. Modern-day improvements in action-camera technology 
have opened up the possibility of flming 360° Virtual Reality (VR) 
video from a POV. 

In this work, we investigate the efectiveness of this more im-
mersive POV (hence, immersivePOV ) compared to conventional 
3pp and POV approaches. We flmed our immersivePOV videos 
using a head-mounted GoPro MAX 360° action-camera which could 
then be viewed in a VR headset, providing an eye-level POV while 
also giving the viewer 3 Degrees of Freedom (3DoF). The idea was 
that this would result in a “what you see is what you (would) get” 
(WYSIWYWG) quality, where what a viewer can see when learning 
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a task is similar to what they would see when attempting it. We hy-
pothesized that this WYSIWYWG quality of immersivePOV would 
facilitate task learning and engagement. To evaluate this, we cre-
ated how-to videos for two practical motor tasks motivated by our 
YouTube video survey: the folding of a shirt using the “ranger roll” 
method, and the tying of shoelaces with a “double slipknot”. We 
simultaneously flmed these tasks from three perspectives — static 
3pp, traditional POV, and immersivePOV — yielding three con-
ditions. We conducted a between-subjects user evaluation where 
participants watched the task videos from one of the three condi-
tions and then attempted to replicate the tasks. We then compared 
learning outcomes and user preferences between the conditions. 
We fnd evidence to suggest that immersivePOV how-to videos 
ofer improvements over not only 3pp videos, but also traditional 
POV. 

With this work, we add to an emerging literature that seeks to 
establish a framework that can better inform efective how-to video 
design [24]. Summarizing, we make the following contributions in 
this paper: 1) a survey and analysis of the flming perspective used 
for a sample of how-to videos on YouTube, and 2) a user study eval-
uation of our immersivePOV approach against two conventional 
approaches We show that immersivePOV reduces perceived mental 
efort for learning physical tasks. We discuss how immersivePOV 
ofers advantages compared to not only 3pp because of the perspec-
tive efect, but also compared to traditional POV through what we 
term an "immersion efect". immersivePOV puts the viewer in the 
demonstrator’s shoes, minimizing any adverse efects that could 
result from perceived demonstrator-viewer diferences. 

2 RELATED WORK 
Recently, Mayer et al. [46] provided a historical overview of in-
structional videos, positioning the current Internet video age as the 
fourth phase along this timeline. Recent work has emerged study-
ing various aspects of instructional video design. Most relevant to 
our work are (1) studies examining the use of perspective, and (2) 
studies examining the instructional application of immersive video. 
We also discuss (3) interfaces for learning from physical tutorials. 

2.1 The Perspective Efect 
The role of perspective in visuomotor processing has long been 
studied in cognitive science and psychology. Previous research in 
this area has shown that 1pp better facilitates the processing of 
visuomotor information compared to 3pp [36, 70, 71], and may help 
generate a learning stance [42]. Indeed, the mental transformations 
required to take the spatial perspective of others can be cognitively 
demanding [30, 37]. 

Recent work has examined the role of perspective in the learning 
of physical tasks from videos. Garland and Sanchez [26] compared 
participants’ ability to learn how to tie various knots to a bar. Par-
ticipants watched videos of a demonstrator tying each knot, seeing 
either a 1pp over-the-shoulder view or a 3pp across-the-table view. 
Notably, participants who watched the videos from 1pp were sig-
nifcantly faster and more successful at tying their knots than those 
who watched the videos from 3pp. Fiorella et al. [25] examined 
the efect of video perspective in a more procedural task involving 
the assembly of model circuit boards in 1pp and 3pp conditions. 

Participants were then tasked with assembling the boards on their 
own. Participants in the 1pp condition were both faster and more 
accurate in assembling their circuit boards. This "perspective efect" 
was found to be greater for more complex circuit boards compared 
to simpler ones. However, Boucheix et al. [12] found that evidence 
for a perspective efect was not as clear. In their study, nursing stu-
dents watched a video of a complex medical hand procedure flmed 
either entirely from a 1pp over-the-shoulder view, entirely in a 3pp 
face-to-face view, or using a mix of both perspectives. Yet, partici-
pants who watched the procedure from a mix of both perspectives 
performed better than their 1pp-only or 3pp-only counterparts. The 
authors point out that these fndings may be due to the medical 
procedure’s dynamic nature, involving a larger task space with 
more body movement and changes in space than the knot tying 
studied by Garland and Sanchez [26]. Boucheix et al. [12] suggest 
that 1pp might instead be more efective for spatially constrained 
and focused tasks, and that the perspective efect would be less 
pronounced for more dynamic tasks. 

In the above studies, all authors suggest that there is a need for 
further research looking at procedural tasks in diferent contexts. 
Moreover, we note that the 1pp viewpoints of the above studies on 
task learning were flmed in what we term "quasi-POV". That is, the 
authors recorded the videos from frst-person viewpoints but using 
static shots [25], or from angles (such as over-the-shoulder) [12] 
which may not ofer much in the way of viewer immersion. 

2.2 Point-of-View & 360° VR Instructional 
Videos 

Some studies have recently explored the use of action cameras to 
flm POV instructional videos. Bright et al. [13] used an action cam-
era to flm chest-mounted and head-mounted instructional videos 
for psychomotor clinical skills. While the authors noted challenges 
involved in producing the videos, such as with sound quality and 
video stability, they expressed confdence in the overall instruc-
tional value of the produced videos. In another study, Fung [44] 
experimented with both a chest-mount and head-mount for univer-
sity chemistry lab modules video demonstrations, and found that 
providing the videos improved student performance. 

Meanwhile, early studies on instructional 360° VR videos re-
vealed challenges concerning production quality [7, 34], as well as 
with their efectiveness as a medium for learning [58]. Yet, Rupp 
et al. [59] found that watching a 360° VR instructional video of 
the International Space Station in the newer Oculus CV1 headset 
resulted in increased subject-matter interest and better learning 
outcomes. Compared to identical 2D video content, 360° VR in-
structional video can be more positively received by students [69] 
and result in signifcantly higher engagement and lower distrac-
tion [29]. Furthermore, Yoganathan et al. [74] examined 360° VR 
video instruction for surgical knot tying, and found that medical 
practitioners who watched the procedure in 360° VR using a head-
set had signifcantly higher knot tying scores compared to those 
who watched on a laptop screen. These results are striking because 
of the constrained nature of the task and the task space, and the 
apparent lack of added beneft of watching the video in 360° VR 
in this context. Altogether, we conclude that the use of both POV 
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and 360° VR in instructional contexts shows promise and warrants 
further investigation. 

2.3 Interfaces for Physical Tutorial Videos 
Recent work has also examined the use of VR, Augmented Reality 
(AR), and other novel interfaces designed to help with learning from 
physical tutorials. Some AR interfaces facilitate real-time remote 
instruction [66] and self-training of physical movements [5]. How-
ever, the focus of this work is on how-to video instruction, and there 
are other interfaces which have recently been proposed which im-
plement or augment existing how-to videos. Chi et al. [18] created 
a video editing system designed to help content creators segment 
instructional videos for physical tasks. Other work has looked to fa-
cilitate how-to video learning by generating interactive overviews 
for recipe videos [47], and by allowing for voice-based video navi-
gation [16]. This recent work serves to highlight the growing HCI 
research focus on instructional video learning. However, we note 
that the focus of this literature has concerned various aspects of 
the post-production process rather than on video production itself 
(i.e. how videos are flmed). 

3 VIDEO SURVEY 
Among the existing literature, we noted a lack of investigation into 
how how-to videos were being popularly flmed. We conducted a 
survey of popular YouTube how-to videos to better understand the 
landscape, and here we contextualize trends that we observed with 
respect to the related work discussed above. 

3.1 Rationale 
While instructional videos can cover any educational content, such 
as programming tutorials [40] and other technical concepts [17], 
how-to videos are more restricted in scope. Specifcally, we defne 
how-to videos as videos which feature a complete demonstration 
of a practical motor task. How-to videos may include text or other 
graphics, and usually involve the demonstrator narrating their 
actions, either in real time or with a voice-over in post-production. 

A prototypical model of a how-to video is that of a demonstrator 
performing a task while "talking" to the camera. We refer to this 
as a "show and tell" style of how-to video, where the demonstrator 
stands face-to-face with the camera (i.e. the viewer) to present 
a given task. This style is perhaps most closely associated with 
cooking videos by celebrity chefs such as Gordon Ramsay or Jamie 
Oliver [51, 55]. In these videos, the demonstrator is highly salient, 
and there is a cinematic quality to the video production as a whole. 
Multi-camera setups are often used, with frequent cutting between 
diferent camera angles and intricate post-production editing. 

Our sense was that this show and tell style of how-to video 
was fairly widespread across YouTube, even among non-celebrity 
content creators. Although these videos tend to be less cinematic 
and involve primarily single-camera shots, the same show and 
tell paradigm is often used. This might be motivated by content 
creators’ desire to increase face time or to imitate high-production 
videos, as part of larger concerns about reaching audiences and 
navigating the YouTube search algorithm [73]. The show and tell 
style is most similar to traditional lectures and to how people are 
taught in school, and is also arguably the most straightforward to 

Subs Views Likes Comments 
"how to fold clothes efciently" 1.53m 6.41m 93.5k 2.2k 
"best knots to learn how to tie" 1.82m 3.66m 48.8k 1.6k 
"how to change a bike tire" 1.55m 1.04m 8.67k 0.43k 
"how to make mayonnaise" 2.86m 2.69m 30.0k 1.1k 

         "how to prune bonsai trees" 88.6k 148k 2.13k 0.15k
Table 1: Average number of subscribers, views, likes, and 
comments for each query. 

flm — these reasons might also contribute to the prevalence of the 
style. 

A natural consequence of this show and tell style of flming is that 
it results in a predominantly 3pp view of the demonstration, which 
prior work has shown may not be conducive to learning such tasks. 
Crucially, our feeling was that this 3pp bias persists even in videos 
not flmed in this style, and in which demonstrators do not feature as 
prominently. To investigate this, we surveyed a variety of YouTube 
how-to videos across fve fairly common physical tasks: folding 
clothes, tying knots, changing bike tires, making mayonnaise, and 
pruning bonsai trees. Similar tasks have also been featured in the 
related work outlined above. Studies exploring novel interfaces for 
tutorials have looked at recipe videos [47], bike repair [16, 68], and 
general DIY [18], while knot tying has featured prominently in 
aforementioned studies on the perspective efect [26] and 360° VR 
instruction [74]. 

3.2 Analysis 
We created search queries for each of the fve selected tasks, includ-
ing the term "how to" in each query (see Table 1). The frst author 
then entered these queries in a private YouTube browsing window 
so that the search results would not be afected by account search 
and watch history [31]. The top hits that were returned from each 
query were then compiled, without any fltering by the frst au-
thor. We defned "top hits" as the top 12 videos that were returned 
for each query. While there are many factors that contribute to 
YouTube search results, the rationale for selecting these top videos 
was that the YouTube search algorithm displays the most relevant 
videos frst [19], and that YouTube usually displays the top 12 videos 
before other search headers such as "People Also Watched". Aver-
age viewing and engagement statistics for videos from each query 
are shown in Table 1. We note that we do not distinguish between 
amateur/professional and celebrity/non-celebrity content creators 
in our analysis, as these lines have become increasingly blurred 
with the video recording capabilities of modern smartphones and 
with Internet culture. The focus of our analysis was instead on the 
use of perspective in the surveyed videos. 

Accordingly, we analyzed and categorized each of the 60 videos 
(12 per query) based on the flming perspective used. Broad cate-
gories ranged from predominantly 3pp, to a roughly even mix of 
3pp and 1pp, to predominantly 1pp. For videos flmed predomi-
nantly in either 3pp or 1pp, we further subcategorized each video 
by the predominant type of 3pp or 1pp shot used. Mixed videos used 
these diferent 3pp and 1pp shots, with roughly even frequency. An 
overview of our analysis is shown in Table 2. 
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3pp Mixed 1pp 
FtF AT OtS Close-up Top-down POV 360° VR 

"how to fold clothes efciently" 
"best knots to learn how to tie" 

1 
4 

4 
0 

4 
3 

1 
0 

1 
5 

1 
0 

0 
0 

0 
0 

"how to change a bike tire" 
"how to make mayonnaise" 
"how to prune bonsai trees" 

5 
4 
3 

2 
4 
1 

1 
1 
1 

3 
0 
5 

1 
2 
2 

0 
0 
0 

0 
1 
0 

0 
0 
0 

17 11 10 9 11 1 1 0 
Total 28 10 22 

Table 2: Results from our video survey. The top 12 videos 
were compiled from each query, and categorized based 
on the predominant flming perspective and shot used. 
(FtF — face-to-face; AT — across-the-table; OtS — over-the-
shoulder) 

Our survey confrmed our hypothesis that there was a wide-
spread use of 3pp among popular how-to videos. We found that 
nearly half (28/60) of the surveyed videos predominantly used 3pp. 
These included videos flmed in a show and tell style, with the 
demonstrator prominently featured and engaged with the camera 
in face-to-face (FtF) shots (see Figure 1). There were also videos 
where demonstrators did not feature as prominently, or at all, which 
were still flmed in 3pp. Such videos used an across-the-table (AT) 
angle, similar to previous perspective efect studies [25, 26]. While 
we retain this term used in prior work, we note that these shots do 
not have to literally be from across a table, but rather just from the 
viewpoint of an observer standing across from the demonstrator, 
looking down (Figure 2). We point out that videos categorized as 
Mixed also made use of 3pp shots, and indeed may have also been 
flmed in a show and tell style, while incorporating 1pp shots. 

We did fnd a number of videos (22/60) that were flmed predom-
inantly in 1pp. However, it is important to diferentiate between 
1pp shots as not all are created equal. One common 1pp shot is 
an over-the-shoulder (OtS) shot, where the demonstrator is flmed 
from just slightly behind and of to their side (over their shoulder), 
as seen in Figure 3. Another common shot is a close-up shot, show-
ing a zoomed-in view of the demonstrator’s hands, as shown in 
Figure 4a. Less common is a top-down shot, where the demonstra-
tor and the task space are flmed from above (Figure 4b). As we 
noted earlier, both over-the-shoulder and close-up shots were used 
to flm the task videos in prior studies examining the perspective 
efect [12, 25, 26]. Among our surveyed videos, we observed that 
over-the-shoulder shots can result in an occluded view of the task 
space. Close-up and top-down shots can ofer a clearer view, but 
these can be from awkward or unnatural angles which are not 
WYSIWYWG. 

Figure 2: Example frames of videos surveyed. 3pp is often 
used even when demonstrators do not feature as promi-
nently: (a) Tying a square knot [52], (b) Tying a trucker’s 
hitch. A lower camera angle is used, but the demonstrator’s 
face is not visible during the demonstration [56], (c) Folding 
a t-shirt [65], (d) Making mayonnaise [1] 

We refer to these 1pp shots (over-the-shoulder, close-up, top-
down) as being quasi-POV, which we diferentiate from the head-
mounted POV videos discussed in the Related Work. Our video 
survey revealed that the use of head-mounted POV was rare. In 
fact, we encountered only two videos featuring it. In one, a video 
on folding clothes with the "ranger roll" method, POV was mixed in 
with 3pp angles (see Figure 5a). The second video, on how to make 
mayonnaise, featured a nearly exclusive use of POV flmed in a con-
tinuous long take (Figure 5b). We found that the videomaker, chef 
Kenji-Lopez Alt ("Kenji"), regularly flms how-to cooking videos in 
this head-mounted POV style. In these videos, Kenji flms himself 
cooking various recipes from start to fnish, usually in a single 
continuous take without edits — many videos are upwards of 20 
minutes in length [4]. Kenji’s videos have been well received, con-
sistently receiving hundreds of thousands of views with a high 
number of likes. Looking at Kenji’s videos we did fnd them to 
be engaging to watch, creating a greater sense of immersion and 
presence we felt was lacking from quasi-POV shots. However, we 
note that POV videos restrict the viewer to only seeing where the 
demonstrator is looking at a given point in time. While following 
along with the demonstrator’s gaze might be helpful for task learn-
ing, we wondered if this might also result in less viewer agency 
and immersion than if the viewer were able to freely look around, 
as in 360° VR videos. 

Indeed, 360° VR videos provide the viewer with 3DoF and we 
have seen that their use in instructional contexts has been promis-
ing. However, our survey did not reveal a single how-to video flmed 
in 360° VR. Looking beyond the surveyed videos, we found one 
360° VR how-to video of a physical therapy demonstration which 
illustrates this. In the video [63], a cameraperson holds a 360° cam-
era in their hands while standing perfectly still to flm the physical 
demonstration, resulting in an awkward viewing angle and a lack 
of WYSIWYWG. This kind of 360° VR video provides 3DoF but 

Figure 1: We came across a number of show and tell style 
demonstrations among our surveyed videos: (a) A demon- Figure 3: The over-the-shoulder is a common 1pp shot, but 
stration of a clove hitch knot [57], (b) Changing a bike tire this can result in occlusions: (a) Tying a one-handed bowline 
[48] knot [67], (b) Pruning a bonsai tree [11] 
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Figure 4: Other 1pp shots: a) A close-up shot of tying a fgure-
eight loop [50], b) A top-down shot. Note the inclusion of 
some graphics in this video [20] 

is static and not flmed from an eye-level, similar to much of the 
related work on 360° VR instruction. 

There were a number of fndings from this preliminary sur-
vey that informed our evaluation. Although prior work suggests 
that flming task videos in 1pp rather than 3pp improves learn-
ing outcomes — the perspective efect — our survey revealed a 
widespread use of 3pp. While 1pp is also used, this is often from 
non-WYSIWYWG quasi-POV angles. The use of POV and 360° VR 
to flm how-to videos may ofer improvements, but these have in-
dividual limitations. We believe that immersivePOV combines the 
strengths of POV and 360° VR, and we set to evaluate this against 
the 1pp and 3pp that we observed in our survey. We focused our 
evaluation on the two tasks that we found had the highest amount 
of average views and engagement — knot tying and shirt folding. 

4 IMMERSIVE POV 
The recent development of more portable 360° action cameras has 
allowed for the flming of high-quality head-mounted 360° video 
flmed from a POV, which we believed would provide an immersive 
POV (immersivePOV). We hypothesized that how-to videos could 
be efectively flmed in immersivePOV, and that immersivePOV 
videos viewed in a VR headset would provide a 3DoF eye-level POV 
viewing experience, and a what you see is what you would (would) 
get (WYSIWYWG) viewing experience. 

We believed that these characteristics of immersivePOV would 
ofer key improvements over existing approaches. Chief among 
these was the WYSIWYWG experience that results from putting 
the learner in the demonstrator’s shoes and seeing from the demon-
strator’s eyes, with an eye-level 3DoF POV. In addition, we thought 
that the single long take nature of immersivePOV might also can 
make it easier to follow along a task without disruptive cuts be-
tween angles [43]. immersivePOV shows promise as an efective 
way for both producing and viewing how-to videos. 

To flm in immersivePOV, we experimented with mounting a 
GoPro MAX to a helmet. We found that mounting the camera at 

Figure 5: POV: a) this video cuts between 3pp and POV [2], 
b) a long take POV video [4] 

Figure 6: a) Our immersivePOV flming setup. b) The view 
from immersivePOV in a VR headset. 

various points atop the helmet resulted in the viewpoint feeling too 
"tall", and above the eye-level of the demonstrator — this was also 
reported in a previous work examining viewer perceptions of vari-
ous 360° camera placements [53]. We concluded that an overheard 
camera placement did not result in WYSIWYWG. Instead mounting 
the camera so that it was dangling roughly 5 cm in front of the 
demonstrator’s eyes resulted in an eye-level view, and greater WYSI-
WYWG (see Figure 6a). Figure 6b shows an immersivePOV view, 
from an Oculus Quest VR headset, for a test video that we flmed 
demonstrating the making of homemade mayonnaise. Wearing the 
headset, the viewer can freely look around the kitchen and the task 
space with 3DoF. Video stabilization and horizon leveling [38] sup-
port on recent action cameras can help provide a smooth viewing 
experience without motion sickness. 

5 EVALUATION 
To test the efectiveness of immersivePOV how-to videos and ex-
amine its potential advantages, we conducted a user evaluation. 
Our evaluation was designed to examine the following research 
questions: 
RQ1. Does immersivePOV lead to better task completion and learn-

ing outcomes than a static 3pp video, thus supporting the 
perspective efect theory? 

RQ2. Does immersivePOV also lead to better task completion and 
learning outcomes than POV? In other words, we wanted to 
fnd out if the benefts of immersivePOV were also attribut-
able to the immersive viewing experience and not just the 
1pp flming angle. 

5.1 Tasks 
To investigate these questions, we frst selected two motor tasks 
drawn from the video survey — (1) folding a t-shirt with the "ranger 
roll" method, and (2) tying a shoelace with a "double slipknot". In 
selecting the tasks, we reasoned that they needed to be neither too 
trivial nor too difcult to complete. At the same time, they had to 
be novel enough so that participants would likely not have prior 
exposure to them. Tasks also had to be objectively evaluable, with 
discrete steps and clear success/failure conditions. Owing to the 
remote nature of the study, task materials needed to be items that 
participants would likely have at home. Ultimately, we decided that 
the ranger roll and double slipknot ft all of the above criteria. 

5.1.1 Ranger Roll. A ranger roll is a method of folding an article 
of clothing — in our case a crew neck t-shirt — into a self-enclosed 
roll. Our ranger roll was based of the ranger roll videos discovered 
in the video survey [2, 6], and consisted of fve discrete steps: 
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(1) Folding the bottom of the shirt under 1-2 inches 
(2) Folding the sides of the shirt over the middle 
(3) Turning the shirt around 
(4) Tightly rolling the shirt up to the end 
(5) Wrapping the shirt into a pouch 

Unlike other folding methods such as the KonMari fold [39], the 
ranger roll has discrete and discernable steps which made it ideal 
for evaluating task performance. An important characteristic of the 
ranger roll is that involves a 180° rotation of the shirt in order to roll 
it up. Object rotation did not feature in the motor tasks studied in 
the related work [25, 26], and how this rotation would be perceived 
between the video conditions was of interest to us. 

5.1.2 Double Slipknot. A double slipknot for shoelaces — devel-
oped by Ian Fieggen and hence also known as "Ian’s secure shoelace 
knot" [23] — is a method of tying shoelaces that is designed to be 
more secure than a conventional knot, such as the "rabbit-around-
the-tree" method. Our double slipknot demonstration closely fol-
lowed that of Ian Fieggen’s [54], consisting of fve discrete steps: 

(1) Making a starting knot 
(2) Making two loops 
(3) Crossing the loops over, right-over-left (thus forming a hole) 
(4) Threading the right loop through the front of the hole, and 

the left loop through the back of the hole 
(5) Pulling on the loops 

The double slipknot was selected to serve as a stand-in for the 
various knot tying demonstrations outlined in the video survey. 
In general, we expected that participants would fnd the double 
slipknot to be the more difcult task compared to the ranger roll. 
Despite both tasks being similar in length, we reasoned that knot 
tying would require more dexterity compared to folding up a shirt. 
We also believed the double slipknot to be the more perspective 
sensitive task, and we expected that participants in the 3pp condi-
tion might have a harder time with the double slipknot than the 
ranger roll. 

5.2 Conditions 
We flmed our own how-to videos for these tasks in immersive-
POV, along with a POV baseline and a static 3pp control. That is, 
we produced three content-identical how-to videos for each task, 
yielding three conditions: 1) a static 3pp video, 2) a POV video, and 
3) an immersivePOV video (see Figure 7). 

Figure 7: We flmed how-to videos for the ranger roll and 
double slipknot. Participants watched the videos either in: 
3pp on a laptop, POV on a laptop, or immersivePOV in a VR 
headset 

The static 3pp videos were flmed from an across-the-table (AT) 
angle, with only the demonstrator’s hands visible. This angle was 
chosen because of its prevalence in the Video Survey, with 4/12 
clothes folding videos being flmed entirely from an AT angle. While 
no knot-tying videos were flmed entirely in this manner, we note 
that the mixed-perspective videos used this AT angle (see Figure 2a 
and 2b). We also note that this was the flming angle used by Fiorella 
et al. [25] and Garland and Sanchez [26]. Furthermore, an AT angle 
hides the demonstrator’s face — the visibility of a demonstrator, 
as with a FTF angle, would introduce new variables and potential 
confounds [9, 15, 62]. Meanwhile, the POV videos were in the 
style of Kenji-Lopez with a "pure" head-mounted POV view, and 
the immersivePOV videos were flmed in the manner described in 
Section 4. 

5.3 Video Production 
Both tasks were flmed in a lab environment, on the same black 
tabletop workspace (shown in Figure 7). Using the helmet mount, 
the demonstrator flmed himself performing both tasks with the 
GoPro MAX’s 360° video mode in a single long take, while describ-
ing his actions in a conversational tone characteristic of how-to 
videos — this yielded the immersivePOV videos for both tasks. At 
the same time, an Apple iPhoneX mounted to a tripod from across 
the table flmed the 3pp videos for both tasks. Using the Overcapture 
editing tool of the GoPro app, we then created standard POV videos 
from the 360° videos. This resulted in content-identical videos cor-
responding to the three conditions: 3pp, POV, and immersivePOV. 
The videos for each task were then uploaded to YouTube with the 
same titles ("How to do a Ranger Roll" and "Tying a Double Slip-
knot") for the user evaluation. The videos were similar in length, 
with the ranger roll videos at 55s and the double slipknot videos at 
63s. 

5.4 Setup and Materials 
The study was conducted during the COVID-19 pandemic and the 
resulting restrictions on in-person studies necessitated the conduct-
ing of the user evaluation remotely, by way of Zoom videoconfer-
encing. With the evaluation conducted in this manner, measures 
were taken to introduce some controls across participants’ various 
home environments. A screening form was sent out to prospective 
participants which went over the environment and materials re-
quired for the user evaluation: a sufciently large table workspace, 
a crew neck cotton t-shirt, and a sneaker with laces. 

5.5 Participants 
Since the study was conducted remotely, we needed to recruit par-
ticipants who had their own VR headsets for the immersivePOV 
condition. These participants (2 females, 6 males; Maдe = 26.125, 
SDaдe = 3.44) were drawn from the same population as the other 
participants, and there were no notable demographic diferences. 
However, this placed a constraint on the total number of partici-
pants, and we felt that 8 participants per condition was the mini-
mum viable number. This resulted in a total of 24 participants being 
recruited for the user evaluation (10 females, 14 males). Participants’ 
ages ranged from 21 to 32, with a mean age of 24.3 years (SD = 2.5). 
None of the participants reported prior familiarity with either the 
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Figure 8: Participants watching a) the ranger roll in 3pp, b) 
the double slipknot in POV, c) the double slipknot in immer-
sivePOV. Note the Oculus Quest headset that the participant 
is wearing here. Participants attempting d) the ranger roll, e) 
the double slipknot, f) the ranger roll. This participant has 
made the mistake of folding the bottom of the shirt up. 

ranger roll or double slipknot tasks. All participants gave informed 
consent and were compensated $20 CAD for their participation. 

5.6 Design and Procedure 
We used a between-subjects design with three conditions, corre-
sponding to the three video conditions: 3pp, POV, and immersive-
POV (8 participants per condition). Participants with either an 
Oculus Quest or Oculus Quest 2 were recruited specifcally for the 
immersivePOV condition. All other participants were randomly 
assigned to either the 3pp or POV conditions. 

The procedure was the same for all three conditions. Consent 
forms were signed and submitted by participants before beginning 
the study, along with profle questionnaires. Each participant con-
nected to a secure Zoom meeting hosted by the experimenter, where 
they were frst given an overview of the study. The experimenter 
also checked with the participant to confrm that they had the pre-
requisite materials and workspace setup prepared, as specifed in 
the screening form. 

Participants watched either the ranger roll or double slipknot 
video frst (task order was counterbalanced across conditions), in 
their assigned viewing condition. They were asked to share their 
screen, and were reminded that they could take as long as they 
needed to watch the video and in whatever fashion they wanted 
(e.g., pausing, watching multiple times, going forward and back), 
with the goal of replicating the task afterwards. Participants were 
not allowed to follow along with the videos to practice the given 
task while viewing. The immediate reason for this was to accom-
modate the VR condition, as participants using a VR headset would 
not be able to follow along with a task video. While we did trade of 
some ecological validity for internal validity — following along with 
how-to videos is common behaviour [16] — we note that the short 
length of our task videos would be more conducive to our watch-
then-attempt methodology [28]. We note that this watch-then-
attempt methodology was also used by Garland and Sanchez [26] 
and Fiorella et al. [25]. 

After viewing, participants set up the task materials and their 
laptop cameras so that the experimenter could see the task space, 
and then attempted the task (see Figure 8) — again they were told 
that they could take as long as they needed. Participants then flled 
out the post-task questionnaire. The process was then repeated for 

Figure 9: a) Mean task score for each group (maximum score 
= 5.0) b) Mean time on task for each group c) Mean viewing 
time for each group. Error bars represent 95% confdence in-
tervals. 

the second task, and the study concluded with a debrief session and 
guided interview. The studies lasted approximately 45 minutes. 

6 RESULTS 
We measured task performance, time spent attempting each task, 
and time spent watching each task video, along with playback 
behaviour (i.e., viewing timestamps). We compiled this data by 
analysing the screen recordings of each Zoom session in all condi-
tion. For the immersivePOV condition, we also asked participants 
to screencast the VR headsets to their computer screen. Finally, 
we gathered user preferences data for task difculty, mental ef-
fort, helpfulness of the demonstrations, and helpfulness of the task 
videos, using a post-task questionnaire. 

6.1 Task Performance 
Each task had fve steps and we scored each step using 1 point for 
completing a step, 0.5 points for an inaccuracy, -1 point for making 
a critical error. An inaccuracy was defned as a minor mistake that 
does not prevent the completion of the task, while a critical error 
was one which would make it impossible to complete the task 
correctly (e.g. failing to turn the shirt around for the ranger roll). 
The maximum attainable score on a given task was 5 points. As 
both the rubric and the steps were reasonably objective, scoring 
was done by one of the researchers. However, to mitigate concerns 
of bias, a second researcher scored 10 out of the 48 task recordings 
independently, which resulted in a high level of agreement (Cohen’s 
kappa = 0.88) providing sufcient evidence for the reliability of the 
scores. 

Across all conditions, 19/24 participants were able to successfully 
complete the ranger roll. Broken down per group, 7/8 participants 
were successful in the 3pp condition, 5/8 in the POV condition, and 
7/8 in the immersivePOV condition. We found that the POV group 
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Figure 10: Histograms of group viewing behaviour for both 
tasks, indicating how frequently a given timestamp was 
viewed. Steps for each task are outlined, and steps where 
there were signifcant between-group diferences are shaded 
red. a) Ranger Roll: S1 – Folding bottom of shirt under 1-2 
inches; S2 – Folding sides of shirt over middle; S3 – Turn-
ing shirt around; S4 – Tightly rolling shirt up to end; S5 – 
Wrapping shirt into pouch. b) Double Slipknot: S1 – Making 
starting knot; S2 – Making two loops; S3 – Crossing loops 
over; S4 – Right loop through front, left loop through back; 
S5 – Pulling on loops 

(M = 3.81, SD = 1.41) scored lower than both the 3pp (M = 4.38, SD = 
1.38) and the immersivePOV (M = 4.38, SD = 1.58) groups, although 
a Kruskal-Wallis test by rank revealed that these diferences were 
not signifcant, χ2(2) = 1.08, p = .583. 

Participants were generally successful with the double slipknot. 
Across all conditions, 22/24 participants were able to successfully 
tie a double slipknot. Broken down by group 6/8 3pp participants, all 
8/8 POV participants, and all 8/8 immersivePOV participants were 
successful. We found that task score was lowest for the 3pp group 
(M = 4.13, SD = 0.95) compared to the POV (M = 4.81, SD = 0.37) 
and immersivePOV (M = 4.69, SD = 0.46) groups (see Figure 9a), 
but a Kruskal-Wallis test revealed that the diferences between the 
groups were not signifcant, χ2(2) = 3.327, p = .190. 

While task performance is an important consideration, they do 
not present a complete picture of overall task learning. For that, it 
is also important to weigh how long participants spent performing 
the task, as well as how long they spent watching the task videos. 

6.2 Time on Task 
Time on task was measured as the time it took participants to com-
plete the given task, or until they indicated that they were stuck 
and unable to fnish. A one-way independent measures ANOVA 
revealed that total time on task (across both tasks) was signifcantly 

diferent between groups, F (2, 18) = 3.937, p = .038, η2 = .304. A 
post-hoc Tukey’s test revealed that total time on task was signif-
cantly lower among participants in the immersivePOV group (M = 
57.29, SD = 11.15) compared to participants in the POV group (M = 
91.57, SD = 33.74), p = .047 (Figure 9b). The diference between the 
immersivePOV and 3pp group (M = 87.0, SD = 24.2) was not found 
to be statistically signifcant, p = .091. 

6.3 Viewing Time 
Viewing time for the ranger roll video was the highest among the 
3pp group (M = 112.5, SD = 44.8) (Figure 9c), but a one-way ANOVA 
revealed no signifcant diferences between groups, F (2, 21) = .307, 
p = .739. The 3pp group also had the highest viewing time (M = 
110.9, SD = 25.0) for the double slipknot video, although diferences 
between groups were again not found to be signifcantly diferent 
F (2, 20) = 2.015, p = .16. Comparing total viewing time across both 
tasks also revealed no signifcant between-group diferences, F (2, 
20) = 1.013, p = .381. 

However, a more nuanced picture emerged when examining par-
ticipant viewing behaviour for the task videos. As we had recorded 
how participants interacted with the videos, we could construct 
timelines of their playback history for each video (e.g. P6, Double 
Slipknot: played from 0:00 - 0:59, 0:18 - 0:43). This allowed us to 
create histograms of each group’s viewing behaviour, which we 
mapped onto the steps demonstrated in the videos (see Figure 10). 
Graphically, we can see a spike in the 3pp participants’ viewing 
time around the middle of the double slipknot video. This part of 
the video from 0:22 - 0:37 corresponds to the steps of crossing the 
loops over each other, and feeding each loop through the front 
and back. A one-way ANOVA confrmed there were signifcant 
diferences in viewing time between groups during this important 
section of the video, F (2, 21) = 4.52, p = .023, η2 = .301. A post-hoc 
Tukey’s test revealed that viewing time in this section among 3pp 
participants (M = 39.4, SD = 8.0) was signifcantly higher than that 
of participants in the immersivePOV group (M = 27.8, SD = 7.4), p 
= .026. 

6.4 Questionnaires 
Participants flled out the post-task questionnaire after completing 
each task (see Table 3). For the ranger roll, Kruskal-Wallis tests by 
rank revealed signifcant between group diferences both for re-
ported viewing mental efort, χ2(2) = 8.941, p = .011, and task mental 
efort, χ2(2) = 7.994, p = .018. Post-hoc Dunn’s pairwise tests con-
frmed that immersivePOV participants reported investing signif-
cantly less mental efort in watching the ranger roll video compared 
to both 3pp and POV participants (immersivePOV-3pp: p = .017, 
immersivePOV-POV: p = .028). Reported task mental efort was also 
signifcantly lower among immersivePOV participants compared 
to both groups (immersivePOV-3pp: p = .032, immersivePOV-POV: 
p = .030). 

For the double slipknot, Kruskal-Wallis tests again revealed sig-
nifcant between group diferences for both reported viewing men-
tal efort (χ2(2) = 7.390, p = .025) and task mental efort (χ2(2) = 
9.784, p < .01). Post-hoc tests confrmed that immersivePOV partic-
ipants reported signifcantly less viewing mental efort compared 
to 3pp participants (p = .020), but not POV participants (p = .184). 
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Ranger Roll Double Slipknot 
3pp POV immersivePOV 3pp POV immersivePOV 

The demonstrator’s actions were clear 9 (0.25) 9 (1) 9 (0.25) 8.5 (1.25) 9 (0) 9 (1) 
The instructions given by the demonstrator were helpful 9 (1) 8 (1.25) 9 (1) 7.5 (2.25) 8.5 (2) 9 (0) 
Overall, I found the video was easy to follow 9 (1.25) 8 (1.25) 9 (1.25) 6.5 (3) 8.5 (1) 8 (1.25) 
While watching the video, I could picture myself doing the task 8 (1) 9 (1.25) 9 (1.25) 8 (1.5) 7.5 (2) 9 (0) 
Task Difculty 2.5 (1.25) 2.5 (2.5) 1.5 (1.25) 5.5 (1.5) 3.5 (1.5) 4.5 (4.5) 
Viewing Mental Efort * 5.5 (3) 5 (2.5) 3 (2) 6.5 (2.25) 5 (1.75) 2.5 (3) 
Attempt Mental Efort * 5.5 (2.5) 5.5 (3) 2 (1.25) 6.5 (1.5) 4.5 (3.25) 3.5 (2.25) 

Table 3: Results from the post-task questionnaire (Median, Interquartile Range). * denotes statistical signifcance, with red 
values signifcantly diferent compared to green. 

immersivePOV participants also reported signifcantly less task 
mental efort compared to 3pp participants (p < .01), but again not 
compared to POV participants (p = .124). 

Kruskal-Wallis tests revealed no signifcant between-group dif-
ferences for all of the other questionnaire responses. 

7 DISCUSSION 
Heading into the user evaluation, our research questions centred 
around whether or not immersivePOV how-to videos would help 
facilitate task learning. Here, we discuss (i) evidence for a perspec-
tive efect, (ii) evidence for diferences between the performance of 
the POV and immersivePOV groups, and then we (iii) discuss our 
fndings in the context of our research questions. 

7.1 Perspective Efect? 
We had hypothesized that the 3pp participants would generally 
have more difculty completing both tasks than their POV and 
immersivePOV counterparts. We expected that this would be more 
pronounced for the double slipknot than the ranger roll, as we 
believed the double slipknot to be the more perspective sensitive 
task. Prior work has shown evidence for a perspective efect with 
other knot-tying tasks [26], while tasks similar to the ranger roll 
have, to the best of our knowledge, not previously been studied. 

In fact, the 3pp group performed better than expected on both 
tasks. Of the 3pp participants, 7/8 successfully completed a ranger 
roll while 6/8 successfully tied a double slipknot. 3pp participants 
did not score signifcantly worse, nor did they spend signifcantly 
more time on task than their 1pp counterparts. These fndings 
do not at frst seem to show strong evidence for a perspective 
efect, but a closer inspection reveals a more nuanced picture. As 
hypothesized, results appear to confrm that the double slipknot 
was a more perspective sensitive task than the ranger roll. 3pp 
participants tended to have a harder time completing the double 
slipknot than the ranger roll, with 3pp participants attaining the 
lowest double slipknot score despite scoring relatively well on the 
ranger roll. In addition, a closer analysis of viewing behaviour 
revealed that 3pp participants were taking signifcantly more time 
than immersivePOV participants to watch a key section of the 
double slipknot video where the two loops were crossed over (right-
over-left), with one loop threaded through the front of the hole that 
is formed, and the other through the back (Steps 3 and 4, refer back 
to Tasks). 

Tellingly, there were no signifcant diferences in reported cogni-
tive load between 3pp and POV participants for the ranger roll, with 

immersivePOV participants reporting signifcantly lower cognitive 
load than both of these groups. 3pp participants did in fact report 
signifcantly higher mental efort ratings (i.e. cognitive load) for 
the double slipknot compared to immersivePOV participants, while 
there were no diferences between the POV and immersivePOV 
groups. The greater perspective sensitivity of the double slipknot 
was corroborated by debrief feedback from 3pp participants, with 
P11 noting that "for the frst one [double slipknot] I think if I had 
the video from my perspective it would be easier ... for the second 
[ranger roll] it didn’t afect me as much". P12 also commented that 
"with the second video [double slipknot] it was harder because the 
perspective was opposite to what I’d be seeing". While P12 noted 
that the perspective was of course also opposite for the ranger roll 
video, that task involved "just less spatial coordination ... like it’s a 
t-shirt you know". Other participants specifcally commented on 
the challenge of watching and then replicating Steps 3 and 4 of the 
double slipknot: "when you have the two loops and you cross them 
... it’s fipped for me" (P2), "when I was doing it it was backwards" 
(P19). 

Altogether, we found evidence of a perspective efect for the 
double slipknot, but not the ranger roll. We suggest that the concept 
of perspective sensitivity is an important consideration, serving to 
moderate the perspective efect in the case of the ranger roll. We 
suggest that tasks which involve a higher degree of demonstrator-
relative direction might be more perspective sensitive, in line with 
work that has shown an egocentric bias in perspective taking [22, 
64]. 

7.2 POV vs. immersivePOV 
Perspective efect aside, a more striking fnding was the underper-
formance of the POV group in comparison to the immersivePOV 
group. immersivePOV participants spent signifcantly less total 
time on task compared to their POV counterparts. As mentioned 
earlier, immersivePOV participants also reported signifcantly lower 
cognitive load for the ranger roll compared to POV participants. 
These fndings bring to mind those by Yoganathan et al. [74], who 
found that doctors-in-training who watched the tying of a surgical 
knot in 360° VR were better able to tie the knots than those who 
watched a content-identical POV video. 

The immersivePOV videos were notably well received by partic-
ipants, especially with comments relating to the immersive WYSI-
WYWG quality of the videos. P5 commented that "I could see like 
where my hands were supposed to be ... I was able to just easily follow 
with my hands" and that he could "imagine myself folding the shirt 
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underneath" while watching the ranger roll video. Others echoed 
these sentiments as well, commenting about the videos that "it 
seems like I’m the person doing it" (P16), and that "it was like [me] 
doing it" (P10). While POV participants also commented on the 
WYSIWYWG quality of their videos, their feedback was somewhat 
more muted, and tended to be more along the lines of the POV 
perspective being helpful to them rather than immersive:"it’s useful 
to see what you would be seeing" (P6), "I think the up-down [POV] 
perspective was very helpful" (P17). 

We suggest that the increased immersion aforded by immer-
sivePOV led to a greater WYSIWYWG quality, which in turn led 
to better task learning in immersivePOV participants. The idea 
that the immersion aforded by 360° VR educational videos might 
facilitate deeper learning, lead to a greater sense of presence [3], 
and more spatial awareness [43]. Here, we seem to fnd further 
evidence for an we might call an immersion efect of 360° VR, with 
immersivePOV providing advantages over POV. What is especially 
noteworthy is that here, as seen in the surgical knot tying study by 
Yoganathan et al., we observe this immersion efect despite the fact 
that participants did not make full use of the 3DoF aforded by VR. 
As was the case in Yoganathan et al., our tasks were constrained to 
a small tabletop task space such that participants had no need to, 
and indeed did not, have to look around in 360°. This suggests that 
the immersion efect is quite robust, and is not simply attributable 
to greater viewing DoF. 

7.3 immersivePOV, redux 
Overall, what emerged from the results was the efectiveness of the 
immersivePOV videos. Across both tasks, the immersivePOV group 
had the highest overall number of successes, as well as the highest 
overall performance score. immersivePOV participants spent the 
least total amount of time on task, suggesting greater task fuency — 
higher time on task was associated with participants’ making false 
starts, hesitating, and taking time to recall steps. These diferences 
could not be chalked up to diferences in the perceived quality 
of demonstrator actions or instructions, for which there were no 
between-group diferences. Therefore, we fnd evidence that the 
1pp view of immersivePOV provides a viewing advantage for more 
perspective sensitive tasks (RQ1). We also fnd evidence for an 
immersion efect on task learning, with immersivePOV providing 
advantages over POV (RQ2). From these fndings, we can conclude 
that immersivePOV is a promising medium with which to flm 
how-to videos. 

The picture that emerged was of the immersivePOV group being 
the most efcient at learning and then replicating the two tasks. We 
observed that the typical immersivePOV participant would watch 
a task video from start to fnish once or twice, and then be able to 
complete the task fairly efortlessly, without hesitating or making 
false starts. immersivePOV participants tended to watch the videos 
in an interrupted and continuous manner, without the skipping 
back and forth that was characteristic of not only the 3pp group, 
but also the POV group. The immersivePOV condition seemed to 
induce a more continuous viewing behaviour than the other two 
videos. That is, immersivePOV participants tended to watch the 
immersivePOV videos in the spirit in which they were produced — 
as a single long take — to good efect. This seems to run counter to 

recent work which has suggested that long take videos might over-
load the viewer with information [45], and that instead segmenting 
videos into sections may improve learning in comparison [10]. Chi 
et al. [18] were motivated to create their aforementioned video 
editing system along these lines, with the authors noting that the 
long take nature of many amateur instructional videos could be 
"too long" and "include unnecessary or repetitive actions as well 
as mistakes" (p. 141). Here, we suggest that perhaps the long take 
nature of immersivePOV, and the continuous nature in which the 
immersivePOV participants watched the videos, actually has merit. 
Supporting this idea is Smith’s Attentional Theory of Cinematic 
Continuity (AToCC) [61], which provides an overview of profes-
sional flm editing techniques used to maintain a sense of visual 
continuity for the viewer — that is, to create a sense of fow in a 
scene which is in fact stitched together from diferent takes. Smith 
notes that "If a cut occurs that the viewers are not expecting, the 
visual transients created by the change from one shot to another 
will capture attention and a discontinuity will be perceived" (p. 9). 
While how-to videos are decidedly diferent from flms — how-to 
videos are free of cinematic concerns such as plot development — 
we argue that this point about discontinuity might also be applica-
ble to how-to videos. As we noted earlier (see Video Survey), the 
discontinuous cutting between diferent perspectives and camera 
angles is characteristic of a number of popular how-to videos. Per-
haps the long take nature of immersivePOV, in conjunction with 
its WYSIWYWG quality, might aid with task learning. 

As alluded to earlier, our immersivePOV videos remove the 
demonstrator from the picture and the implications of this bear 
further discussion. The prototypical show and tell style of flming 
how-to videos naturally involves a high degree of demonstrator 
presence and visibility, which has been the subject of some study 
in the instructional video literature. The Model-Observer Similarity 
(MOS) hypothesis [9] suggests that the more a viewer perceives 
themselves to be similar to the model, the greater the infuence 
on feelings of self-efcacy. Early attempts to test this hypothesis 
within the context of instructional video learning by matching 
demonstrator age [32] and gender [33] have not found strong sup-
port for the hypothesis. In fact, Hoogeheide et al. [32] found that 
adolescents who learned from adult demonstrators attained better 
learning outcomes than adolescents who learned from adolescent 
demonstrators. Indeed, questions remain about the extent to which 
a demonstrator’s appearance might afect viewer engagement and 
learning outcomes. We suggest that these efects may be adverse in 
nature, and demonstrator-viewer diferences might activate stereo-
types and "stereotype threats" which adversely afect engagement 
and learning [15, 62]. Perhaps instead putting the viewer in the 
demonstrator’s shoes with immersivePOV enhances viewer conf-
dence and perceived self-efcacy [8]. 

8 LIMITATIONS AND FUTURE WORK 
The COVID-19 pandemic presented challenges and limitations to 
the present study. We acknowledge that the remote nature of the 
study inevitably introduced noise to our user evaluation. Although 
the experimenter was able to see each participant’s environment 
and ensure there were no critical diferences in setup, the fact re-
mained that each participant’s environment and materials were 
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slightly diferent. The remote study also made it difcult to recruit 
VR participants, as we needed to recruit those who owned their 
own Oculus Quest headsets. This group proved to be the limiting 
factor on the number of participants recruited, as we could only 
recruit as many participants in the non-VR groups as there were 
in the VR group. We also acknowledge that we introduced sam-
pling bias for the immersivePOV group by recruiting VR headset 
owners. This demographic is often thought to skew a certain way, 
although diferences between non-owners and owners may not be 
as appreciable as believed [35]. 

The tasks that we selected for the experiment were also con-
strained by the remote setup. Our use of the ranger roll and double 
slipknot tasks were in part motivated by the fact that t-shirts and 
sneakers were commonplace items that any would-be participants 
would likely have. While it was good that the tasks were novel and 
unfamiliar to participants, they were arguably too uncomplicated, 
and this may have dampened between-group diferences and the 
perspective efect. We had experimented with flming a double-
pulley task, as well as the making of mayonnaise, but these tasks 
were ultimately discarded due to the impracticality of having these 
tasks be attempted by participants in an at-home environment. As 
such, the generalizability of our fndings should be considered in 
future work. 

It could also be argued that the asynchronous manner in which 
we had participants watch the video and then attempt the task 
afterwards is not always representative of how how-to videos are 
utilized [16]. We acknowledge that in certain scenarios it may be 
more natural to follow along with the video. This preference for 
synchronous viewing was pointed out by a number of participants, 
and was also the focus of a recent paper on the use of pausing 
in the synchronous viewing of how-to videos [68]. As such, our 
results should be considered most applicable for asynchronous 
viewing, and further studies could investigate synchronous usage. 
Another limitation to acknowledge is that no follow-up retention 
tests were done. We note that such tests were also absent from prior 
work [25, 26]. Evaluating learning retention after some period of 
time (i.e. a day or a week) might be an important dimension of 
how-to video learning that could be an avenue for future work. 

Future work looking at the efectiveness of immersivePOV should 
also explore diferent tasks. We were initially motivated to include 
the mayonnaise task because of its lack of perspective sensitivity 
and its quality of being a "symmetrical" task — the perspective from 
which a viewer watches someone mix ingredients in a bowl does 
not seem particularly important. It might be interesting to further 
explore this idea of task symmetry, and how this characteristic could 
afect the perspective efect or the immersion efect. More dynamic 
and longer tasks should also be investigated, for which the 3DoF 
aforded by immersivePOV might be utilized to greater efect. A 
number of immersivePOV participants expressed that they believed 
that immersivePOV would be a useful medium in which to flm 
longer procedures, such as lab safety demonstrations. The potential 
application of immersivePOV in more formal educational settings, 
such as for engineering practicals (e.g. flming the assembly of a 
circuit board), seems like a promising future direction. 

Future work could look at ways of making immersivePOV a syn-
chronous viewing experience, namely through some incorporation 
of immersivePOV video into AR. We acknowledge that this study 

did not make use of AR, even though it may seem like an appropri-
ate choice. AR has shown great promise for the guiding of physical 
tasks in real-time [49, 72]. Previous work has also looked into incor-
porating instructional videos into AR for synchronous task learning. 
However, these approaches have either involved complicated video 
processing [27], or the use of picture-in-picture video display [41] 
which may be limited in its efectiveness [14]. AR technology is also 
still relatively limited with respect to feld-of-view and resolution 
compared to VR, and VR headsets are more widely accessible than 
AR headsets. We point out that our VR immersivePOV approach 
requires only access to a VR headset and YouTube VR to be used. 

9 CONCLUSION 
In this paper, we identifed that many popular how-to videos on 
YouTube continue to be flmed using techniques that prior work 
has shown might not be conducive to viewer learning. Inspired by 
YouTube content creators as well as recent work on the instruc-
tional use of GoPro POV and 360° VR, we developed an approach 
for flming immersivePOV how-to videos. After conducting a user 
evaluation, we fnd support for the efectiveness of our immersive-
POV approach, both for facilitating task learning as well as for 
video production. We believe that the WYSIWYWG quality and 
long take nature of immersivePOV makes it a promising medium 
for flming how-to videos. 

We believe that immersivePOV could provide advantages for 
how-to video producers. immersivePOV can greatly streamline 
video production by allowing for point-and-shoot flming, bypass-
ing the need to think about setting up and adjusting camera angles, 
as well as removing the need for additional camera-persons. Film-
ing in a single long take also eliminates the need for editing in 
post-production, a process that can be time-consuming and tech-
nically demanding. Our immersivePOV videos were undoubtedly 
easy to produce, and present-day 360° action cameras represent a 
considerable improvement on a technology that was fairly inacces-
sible just a few years ago [34]. We foresee that this technology will 
improve in the coming years, and we believe that this will make the 
flming and viewing of immersivePOV videos even better. To better 
accommodate immersivePOV video production, we suggest that 
future action cameras should be small and light, incorporate voice 
control, and potentially be integrated into camera glasses. In a prac-
tical use case, we can imagine an individual using immersivePOV 
as a time-efcient way to demonstrate a fairly complex procedure, 
and then share that video with a colleague or coworker. We see 
promise for the use of immersivePOV video in other educational 
settings, and the potential for its incorporation with mixed reality 
task learning interfaces. 
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