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ABSTRACT
Thumb-to-fingers interfaces augment touch widgets on fin-
gers, which are manipulated by the thumb. Such interfaces
are ideal for one-handed eyes-free input since touch widgets
on the fingers enable easy access by the stylus thumb. This
study presents DigitSpace, a thumb-to-fingers interface that
addresses two ergonomic factors: hand anatomy and touch
precision. Hand anatomy restricts possible movements of a
thumb, which further influences the physical comfort during
the interactions. Touch precision is a human factor that de-
termines how precisely users can manipulate touch widgets
set on fingers, which determines effective layouts of the wid-
gets. Buttons and touchpads were considered in our studies
to enable discrete and continuous input in an eyes-free man-
ner. The first study explores the regions of fingers where the
interactions can be comfortably performed. According to the
comfort regions, the second and third studies explore effec-
tive layouts for button and touchpad widgets. The experi-
mental results indicate that participants could discriminate at
least 16 buttons on their fingers. For touchpad, participants
were asked to perform unistrokes. Our results revealed that
since individual participant performed a coherent writing be-
havior, personalized $1 recognizers could offer 92% accuracy
on a cross-finger touchpad. A series of design guidelines are
proposed for designers, and a DigitSpace prototype that uses
magnetic-tracking methods is demonstrated.

Author Keywords
One-handed; thumb-to-fingers; eyes-free; ergonomics;

ACM Classification Keywords
H.5.m. Information Interfaces and Presentation (e.g. HCI):
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INTRODUCTION
Human hands are dexterous and sensitive, allowing people
to perform well-coordinated thumb-to-fingers actions such as
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Figure 1. (a) One-handed, eyes-free interaction can be realized more ac-
curately and effectively within the comfort regions. (b)-(d) Examples of
using a thumb-to-fingers touch interface following the design guidelines
derived from the results of our studies.

grasping or pinching. The proposed thumb-to-fingers inter-
face leverages this ability by providing an input mechanism
that augments touch widgets on fingers, which are manipu-
lated by the thumb, such as pressing a button on a fingertip
or drawing a circle gesture on a touchpad formed by multiple
fingers. Because these interfaces can be performed with only
one hand and provide clear tactile cues during manipulation,
they are easy to use and ideal for one-handed eyes-free input.

To propose a thumb-to-fingers interface supporting effective
one-handed and eyes-free interactions, this paper presents
DigitSpace, a thumb-to-fingers interface considering two cru-
cial factors, hand anatomy and touch precision. The hand
anatomy constrains the regions of fingers that can be reached
by the thumb, restricts the possible thumb movements [17],
and impacts the physical comfort during the interactions.
Touch precision is the human factor in how users interact with
touch widgets on fingers. Touch precision also affects the de-
sign of an effective layout of the widgets.

Previous studies of thumb-to-fingers interfaces focused on
proposing novel sensing technologies and the correspond-
ing prototype implementation. However, their designs rarely
considered hand anatomy and touch precision. Therefore,
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this study investigated these considerations to derive design
guidelines for thumb-to-fingers interfaces.

This study evaluated two touch widgets on fingers: buttons
and touchpads, which enable discrete and continuous thumb
movements, respectively. By considering hand anatomy, our
first study aims to mark off the regions of fingers that can be
accessed with acceptable physical comfort for the two types
of widgets. The experimental results indicate that participants
preferred to use their dominant hand and that the comfort re-
gions are near the fingertips.

The rest two studies examine how users can precisely per-
form button taps and stroke gestures in an eyes-free manner.
The results show that, according to the corresponding com-
fort regions, the participants were able to discriminate at least
16 buttons on fingers. As for touchpad widgets, participants
were asked to perform unistroke letters. The experimental
results reveal that the stroke paths were impacted by hand
anatomy and personal writing behaviors. Therefore, Graf-
fiti and generalized $1 recognizers have limited recognition
rates. However, since individual participants performed co-
herent writing behavior, personalized $1 recognizer enabled
92% accuracy on a cross-finger touchpad. Based on the re-
sults, we proposed the proper widget layouts for buttons and
touchpads and compile a series of design guidelines. Finally,
a DigitSpace prototype was implemented as a proof of con-
cept. The prototype embeds Hall effect sensor arrays on fin-
gers and a permanent magnet on the thumb, to demonstrate
the benefits to interactions.

As shown in Figure 1, (a) with the finger segments providing
high physical comfort, DigitSpace enables users rapid manip-
ulation of the touch widgets. On a smartwatch interface, users
can also (b) enter a password by tapping a virtual number pad
superimposed on the finger segments, (c) draw unistroke let-
ters on the fingerpads to search a song, and (d) increase the
volume of the song by a sliding gesture. All interactions can
be performed in a one-handed, eyes-free manner.

RELATED WORK
This study is related to on-body touch interface and specifi-
cally related to thumb-to-fingers touch input, empirical stud-
ies of on-body touch interfaces, and thumb anatomy for one-
handed touchscreen input.

On-Body Touch Interface
An on-body touch interface transforms human body into
touch surface. Several approaches have been proposed to en-
able on-body touch input at different body locations. Exter-
nal or wearable cameras [9, 11, 21, 8, 30] allow users to turn
their palms into touch surfaces. NailO [13] used capacitive
sensing to support on-nail finger swipe gestures. By analyz-
ing the sound conducted through bones [12, 22], taps on the
skin can be detected by acoustic sensors worn on the arm.
PUB [18] enables touch interaction on the forearm by using
ultrasonic sensors on the wrist. SenSkin [24] detects finger
function, such as pull, push and pinch on the arm, by using
photo-reflective sensing. Besides focusing on sensing tech-
niques, Weigel et al. demonstrated skin gestures that can uti-
lize input dimensions such as pulling, pressing and squeezing

[31]. The hand-to-face interaction system proposed in [28]
uses the cheeks for touch-based interaction in consideration
of modern head-mounted displays (HMDs). Earput enables
touch interaction by augmenting capacitive sensing arrays be-
hind the ears [19].

Thumb-to-Fingers Touch Input
Another line of research has proposed the use of thumb-
to-fingers actions for rapid digital interactions. Ubi-Finger
placed button switches on the index finger so that objects
in the environment could be selected with the thumb [29].
Saponas et al. [27] used electromyography (EMG) to sense
the thumb tappings on different fingertips. WristFlex [7] also
detected the pinch gestures by analyzing pressure changes
from wrist-worn pressure sensors. Other works have devel-
oped continuous input methods to enable fine control. Pinch-
watch [20] utilized the whole digits as a touch surface and
enabled users to engage eyes-free micro-interactions by vari-
ous motion gestures. Similarly, FingerPad [5] used magnetic
tracking for private and subtle 2D touch input on the index
fingertip. TIMMi [33] supported multi-modal input with a de-
vice fabricated from silicone rubber and conductive threads,
which is worn on the finger. Although these works are highly
related to ours, they mainly focused on evaluating sensing
techniques and prototypes. The human factors that influence
how users interact with touch widgets were rarely involved
in their discussions, and thus will be the main focus in this
paper.

Additionally, previous works on thumb-to-fingers interac-
tions have mainly focused on supporting “gesture input” [27,
7], whereas this paper focuses on enabling functional UI ele-
ments (i.e. button or touchpad widgets) for performing “touch
input”. The design guidelines obtained from the quantitative
and qualitative results are helpful for the research of on-body
interfaces.

Understanding On-Body Touch Interfaces
Empirical studies of on-body touch interfaces have proposed
interface design guidelines for specific body parts. On palm,
Gustafson et al. evaluates the effects of tactile cues from fin-
gers for eyes-free palm-based interactions [9, 10]. Studies of
interfaces for the face include Serrano et al., who explored
suitable user-defined gestures on the face and evaluated their
social acceptance [28]. Studies of interfaces for the forearm
include Weigel et al., who suggested that skin-specific input
can include emotional commands for richer interaction [31],
and PUB [18] carried out a pointing study along the forearm
to examine how many buttons can be distinguished by par-
ticipants. As in PUB, our STUDY 2 focused on the layout
design of button widgets on fingers. Furthermore, we explore
the design of appropriate touchpad widgets in STUDY 3.

One-Handed Touchscreen Input
While moving the thumb, our inborn hand anatomy con-
strains coordination between the thumb [17] and the inter-
action spaces between the thumb and fingers [16]. Studies of
one-handed touchscreen input have shown that, when using
the thumb for input, different on-screen targets have different
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physical comfort, completion time [14] and even touch pre-
cision [25]. Additionally, how the mobile device is gripped
greatly impacts the “functional regions” of the thumb [2],
resulting in some out-of-reach targets on the touchscreen.
These studies imply that an effective and accessible thumb-
to-fingers interface must consider hand anatomy. Therefore,
this study first examined the regions of the fingers that can be
used to perform discrete and continuous thumb-to-fingers ac-
tions with acceptable physical comfort. The effects of human
factors within the comfort regions were then investigated.

STUDY 1: COMFORT REGIONS
Among all the fingers, the thumb is extraordinary owing to
its great capability to tap on the other fingers. However, the
hand anatomy restricts the thumb’s reachable areas on fingers
and affects the physical comfort during the thumb-to-fingers
actions.

This study considered hand anatomy in an analysis of the re-
gions that can be comfortably accessed by the thumb. Within
the comfort regions, users can use their fingers to manipulate
touch widgets with minimal physical effort. The participants
were asked to manipulate button widgets and touchpad wid-
gets with each finger segment and to rank each action in terms
of physical comfort.

Task and Procedure
For button widgets, participants were asked to use the thumb
to press a specified finger segment. As for touchpad widgets,
participants needed to draw three primitive shapes clock-
wise and counterclockwise, respectively, including circle (

), square ( ), and triangle ( ) on the assigned finger seg-
ment. These primitive shapes account for the possible thumb
movement on a finger segment.

Before the trials, the participants were seated in front of a
monitor showing a sketch of a hand. The experimenter ex-
plained the location of each finger segment on the sketch. In
each trial, a finger segment was highlighted in green, indicat-
ing where to perform the assigned action, and assigned one
type of the widgets. Participants were asked to manipulate
the assigned widgets on the assigned finger segment. A ran-
domized counterbalancing method was used to vary the finger
segments, handedness, and widget type such that the handed-
ness conditions were interleaved to avoid fatigue. The order
of the assigned finger segments was also randomized.

After manipulating the assigned widgets on all finger seg-
ments of a hand, the participants were asked to rate the phys-
ical comfort of each segment on a 5-point Likert scale from
1 (“very uncomfortable”) to 5 (“very comfortable”). Overall,
each participant performed 2 (handedness) × 2 (actions) ×
12 (segments) = 48 trials.

Participants
Eighteen right-handed participants were recruited for the ex-
periments (8 females; age range, 21-30 years; mean age =
23.9 years; std = 1.78 years).
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Figure 2. The average comfort ratings of (a) button taps and (b) stroke
gestures across all finger segments. The greenness and redness indicate
the level of comfort (very comfortable = 5 and very uncomfortable = 1).
The blue windows indicate the derived comfort regions on the dominant
hand of the participants.

Results and Discussions
Figure 2 shows the average comfort ratings given by the par-
ticipants for all finger segments. We identified two factors
impacting the ratings - handedness and thumb anatomy.

Handedness
The handedness seems not to impact on the comfort ratings
for the button taps. As shown in Figure 2(a), the average
scores of finger segments corresponding to the dominant and
non-dominant hands are similarly distributed. For stroke ges-
tures, however, participants tended to give higher scores for
the dominant than for the non-dominant one (Figure 2(b)).
A Wilcoxon test also showed that using dominant hand was
more comfortable than using non-dominant hand (Z = -1.706,
p <.05). The post-study interviews also support the statistical
analysis. Several participants noted that they had difficulty
precisely applying directional thumb movement on the finger
segments with the left hand. That is, hand dexterity affected
the physical comfort during the actions. To observe the best
performance of participants, the following studies focused on
the dominant hand.

Thumb Anatomy
For each hand, two tendencies were observed from the re-
sults: fingers farther away from the thumb and the inward
finger segments were rated with fewer physical comfort. For
button taps, the participants reported that they could easily
reach the fingertips since only limited thumb movement was
required. However, accessing other finger segments required
more thumb movement and more rotation of the thumb joint,
which increased muscle tension and physical effort. The dis-
comfort becomes even worse when the participants need to
maintain the muscle tension and further perform the gestures.
Another Wilcoxon test also indicated that tapping was more
comfortable than drawing stroke (Z = 3.10, p <.01), match-
ing our inference.
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For an optimal thumb-to-fingers interface layout, only the
finger segments with high physical comfort in thumb-to-
fingers interactions were analyzed in the following two stud-
ies, i.e., segments with scores higher than 3.0 as shown in
Figure 2(a) and 2(b).

Summary
The experimental results show that, for right-handed users,
the comfort regions for buttons are the first and second seg-
ments of the index, middle and ring fingers, and the first seg-
ment of the pinky finger on the right hand (Figure 2(a)). On
the other hand, the comfort regions for touchpads include the
first and the second segments of the index and middle fingers
(Figure 2(b)).

STUDY 2: BUTTON WIDGETS ON FINGERS
This study further elucidated discrete thumb-to-fingers ac-
tions by exploring how precisely (e.g., how many buttons)
users could perform eyes-free tapping in the comfort regions
of the operating fingers. We used the effective quantita-
tive method proposed by PUB [18], which was originally
designed for evaluating the performance of eyes-free touch
on the forearm, to evaluate the performance of eyes-free
thumb touch on other four fingers. Nonetheless, since de-
signing touch interfaces in the thumb-to-fingers space has dif-
ferent ergonomic concerns with forearm, the additional fac-
tors (e.g., finger segments) obtained from STUDY 1 were also
added in our experimental design.

Our pilot study with three participants confirmed that partic-
ipants could easily discriminate two points on the first seg-
ment of the index finger, but no participants could discrimi-
nate more than four points. Therefore, the experiments were
performed with the four layouts shown in Figure 3. For each
layout, each finger segment was assigned at least two and no
more than four button widgets. Notably, the coincident but-
tons near the finger segment boundary were merged in some
layouts. In these layouts, the maximal number of buttons on
a finger was seven.

a b c d

Figure 3. Different button layouts used in STUDY 2. The blue rectangle
marks off the comfort regions from STUDY 1. Note that each finger seg-
ment contains no more than four buttons, according to the observation
from our pilot study.

Apparatus
Figure 4 illustrates the study environment. Each participant
was instructed to sit in front of a table and to place the dom-
inant hand in an acrylic case to occlude visual attention to
the operating hand and to ensure that the task was performed
eyes-free. The screen shows the task to be executed.

A LogiTech C100 camera (Figure 4(b)) was positioned above
the dominant hand to record where the participant tapped
through a vision-based approach. The height of the camera
was carefully adjusted so that the thumb and target finger
could be captured at 140 dpi. An 8mm × 8mm plastic AR
marker was adhered to the nail of the thumb used to perform
the tap tasks. Additionally, AR markers were attached to first
and second segments of each finger. Experimental results in-
dicate that the tracking error of the developed vision-based
approach is 1.2 mm.

Figure 4(c) shows that, for each trial, the system captures
an image and calculates the 3D positions of the AR markers
mounted on the hand of the participant. To infer the position
of the thumb in relation to a finger, the system first computes
a 3D vector representing the finger by the two AR markers on
the finger, and then projects the 3D position of the AR marker
on the thumb onto the vector. The projected point on the vec-
tor was regarded as an estimation of the thumb’s position on
the target finger. The system then records the spatial informa-
tion of the vectors and the projected position and prompts the
participant to begin the next trial.

b

c

d

a
b

c

d

Figure 4. The apparatus in STUDY 2. (a) A monitor shows the task to be
executed. The red circle displayed on the monitor represents the target.
(b) A camera is mounted on the top of the acrylic box and (c) used to
capture the image of the participant’s hand. (d) The projected point on
the vector computed from the AR markers on the target finger.

Task and Procedure
Before starting each layout, participants were asked to con-
firm that they understood the button layout displayed on a
monitor. On the fingers, the points used to represent the but-
tons (Figure 4(a)) were initially marked in green. For every
trial, a random button was marked red to prompt the partic-
ipants to tap the corresponding target on their fingers. The
participants could press a space key on the keyboard to con-
firm the thumb position. The system then recorded the posi-
tions of the thumb to the target finger. Each button position
was examined eight times, which resulted in 624 (112 + 144
+ 168 + 200) trials for each participant. In average, the whole
study took each participant forty minutes.

Participants
Fourteen right-handed participants were recruited for the
study (5 females; age range, 21 to 26 years, mean age = 23.7
years, std = 1.38 years).
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Figure 5. Broken-line graphs that present the accuracies of different button layouts for (a) index, (b) middle (c) ring, (d) pinky fingers.

a b c d e f

Figure 6. The projected point distribution of the layouts on different fingers. (a) The 5-button layout on the index finger and (b) middle finger. (c) The
4-button layout for the ring finger. (d) The 2-button layout for the pinky finger. (e) The 5-button layout for the ring finger. (f) The 3-button layout for
the pinky finger. The black boxes stand for the overlapped regions of button taps.

a b

Figure 7. Results of the 6-button and 7-button layouts on index finger.
Dashed lines represent the junctures between finger segments.

Hypothesis
According to the thumb anatomy and the results observed in
STUDY 1, the hypotheses are set as below:

• H1: Average accuracy will decrease as the number of but-
tons placed on the fingers increases since more buttons re-
quire more attention on skin sensation and subtle thumb
control.

• H2: Average accuracy will decrease from the index, mid-
dle fingers to ring finger since the diagonal movement im-
poses extra loads on the thumb.

• H3: Average accuracy will be higher for the first segment
than for the second segment since the inward movement of
the thumb costs higher physical efforts than the outward
movement.

Results and Discussions
Examining Hypotheses
We first examined our hypotheses by comparing the accu-
racy of different button layouts. The accuracy was calculated
as the number of non-overlapping data points divides by the
number of total data points of each button. Non-overlapping
data points refer to those located outside the 95% confidence
interval of other buttons. Figure 5 shows broken-line graphs
of the accuracy rates for each layout on each finger. The H1
and H2 were tested by a repeated measures two-way ANOVA
with “button layouts” and “fingers” as independent variables.
The ANOVA results showed a significant effect of button lay-
outs (F1.81,23.54 = 26.78, p <.001) and no significant effect
of fingers (F3,39 = 1.69, p >.05). The interaction was not
significant (F9,117 = 1.37, p >.05).

For H1, the significant result on button layouts suggests that
the decreasing accuracy with increasing number of buttons.
We thus infer that participants tend to be confused when the
number of button positions is too large, which supports the
reliability of H1.

Notably, tests of H2 showed that the accuracy of button tap-
ping did not significantly differ between fingers. Therefore,
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we infer that the diagonal movements of the thumb do not
significantly affect accuracy.

For H3, a repeated measures two-way ANOVA test with “but-
ton layouts” and “segments” as independent variables showed
significant effects of both independent variables (F2.05,26.69

= 21.22, p <.001; F1,13 = 25.57, p <.001) with a signifi-
cant interaction (F1.7,22.8 = 16.81, p <.001). Pairwise t-tests
with Bonferroni corrections indicated that, in both the 6- and
7-button layouts, accuracy significantly differed between seg-
ments (both p <.001). Although not all buttons pass the t-test,
the results still exhibit the tendency.

Generalized Button Layout
We next identified layouts that could be correctly discrimi-
nated by all participants. Figures 6(a) to 6(d) show the results.
The thicker boxes represent the coverage area of a standard
deviation, and the flatter boxes represent the coverage area of
two standard deviations.

The experimental results showed that each participant could
recognize at most five buttons on the index and middle fin-
gers, four buttons on the ring finger, and two buttons on the
pinky finger. Other results also suggest that, with more but-
tons placed on fingers, fewer participants could discriminate
the buttons without ambiguity. For example, Figures 6(e-f)
further show the results for the ring finger in the 5-button lay-
out and for the pinky finger in the 3-button layout. The black
boxes mark off the overlapped tappings. According to the rest
results, the observation can also be applied to other fingers.

The experimental results suggest that the generalized layout
design is 5, 5, 4, 2 buttons for the index, middle, ring, and
pinky fingers, respectively, resulting in 16 buttons in total.

Non-Uniform Layout Design
The experiment showed that the first finger segment achieves
higher accuracy than the second one, which indicated that a
non-uniform arrangement of buttons was possible. Figure 7
illustrates the reasons of the alternative design. For the 6-
button and 7-button layouts on the index finger, at least eleven
out of the fourteen participants could discriminate all buttons
on the first finger segments. For each layout, however, the
numbers of participants who could perfectly discriminate the
buttons on the second finger segments decreased to four and
three. The observation suggests that for the participants who
can perceive the thumb location more precisely, non-uniform
button layouts might provide a larger function set.

STUDY 3: STROKE GESTURES ON FINGERS
STUDY 1 indicates that only the first two segments of the in-
dex and middle finger afford acceptable physical comfort for
manipulating touchpad widgets. This study explored the op-
timal layout for touchpads for stroke gestures by considering
two design factors: input area and tactile cues. The objec-
tive of the experiments was to improve designs for continuous
thumb-to-fingers touch interface.

Input Area. Previous works have designed their interfaces
based on various sizes of input areas on fingers. For example,
Loclair et al. [20] proposed PinchWatch that transfers the en-
tire palm into a touch surface, and Chan et al. [5] proposed

Figure 8. The Graffiti letters used in STUDY 3.

to use only the index finger as a touchpad. We further in-
vestigated whether the input area affects the recognition rate
of eyes-free stroke gestures since areas with different sizes
require different thumb movements. To avoid ambiguity, dur-
ing the study, participants were asked to rest their arms on a
table in a frame of reference fixed on a horizontal plane.

Tactile Cues From Finger pads. Previous studies have
shown that, because of the widespread use of modern mobile
devices, users can perform precise stroke gestures on touch-
screens with little visual attention [3]. Unlike the surface of
a smartphone, the surfaces of fingers are soft, uneven, and
coarse, which might interfere the thumb’s movements when
performing the stroke gestures. However, the fingers can use
tactile cues (i.e., skin sensation) to locate the position of the
thumb. To determine the extent to which combined factors
(e.g., the organic surface and tactile cues of the fingers) affect
stroke gestures performed by users, we included a non-tactile
condition where the participants’ touchpad finger pads were
covered with a solid plate to remove the softness and block
the tactile cues of the fingers. Notably, this non-tactile con-
dition was added to clarify our concerns, but not to propose
adding a physical touchpad cover on the fingers.

Interface Conditions
Considering the above design factors, the conditions of the
within-subject study were as follows:

• For the Index condition, gestures were performed with the
first segment of the index finger, representing smaller input
region with tactile cues.

• For the Index + Middle condition, the first segments of the
index and middle fingers were aligned, and strokes in the
integral space were used to represent larger input region
with tactile cues.

• For the Cover condition, we covered participants’ fingers
with a printed board (40mm × 30mm × 1.5mm) to block
the tactile feedback provided by the fingers, representing
larger input region without tactile cues.

Graffiti gestures1 were used as tasks since they were origi-
nally designed for eyes-free stylus input on a limited-sized
touch panel, similar to our conditions. Six Graffiti letters
were selected as shown in Figure 8. According to previous
works [30, 23], the selected letters are difficult to perform
correctly without visual clues. Performing them correctly re-
quires attention and precise thumb operations.

1https://en.wikipedia.org/wiki/Graffiti_(Palm_OS)
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Apparatus
The study environment was identical to that in STUDY 2 ex-
cept a Point Grey Grasshopper3 High-Speed Camera (up to
162 fps) was used to capture clear images during rapid thumb
movements. We attached a pair of printed thin (2.0mm) board
with AR marker to the participants’ fingers and thumb. The
board attached behind fingers estimated the 3D location and
orientation of fingers, and the board attached on the thumb-
nail estimated the 3D location of thumb. The system con-
tinued to record at 150 frames per second and captured the
markers at over 200 dpi with 1.02 mm errors. Thus, accu-
racy was similar to that of the Vicon system used in [30]. The
data points were reliably interpolated because of the high-
speed tracking, and the marker loss occurs in less than 5% of
frames.

a b

c

d

e

a

Figure 9. The apparatus of STUDY 3, a participant (a) followed the
visual instruction and (b) performed the unistroke gestures in a one-
handed and eyes-free manner. The experiment conditions include (c)
Index finger, (d) Index + Middle fingers, and (e) Cover conditions.

Task and Procedure
Training on Graffiti Letters
Before the study, participants were trained to write Graffiti
letters. Participants were instructed to hold an Apple iPod
Touch with their dominant hand. For each trial, a Graffiti
letter was displayed and participants were asked to draw the
letter inside a rectangle nearby the thumb. Small and large
rectangles were used to simulate small and large input areas,
respectively. The training session ended when the participant
correctly performed each Graffiti letter five times in succes-
sion. The training process was accelerated by allowing the
participants to review the screen to confirm the stroke path.
On average, each participant took 10 minutes to learn Graffiti
letters.

Study Design
For each trial, a letter was displayed on the monitor. Partici-
pants were asked to use the thumb to draw the letter eyes-free.
The participant pressed the space bar on the keyboard by their
non-dominant hands to inform our system the timestamp of
the beginning and the end of the thumb movements.

Each participant wrote the six selected Graffiti letters with
assigned interface condition and repeated the process eight
times, resulting in 3 (conditions) × 6 (letters) × 8 (repeti-
tions) = 144 trials. Both of the three interface conditions and

the order of the letters were counterbalanced. If the partici-
pant wrote an incorrect or unrecognizable Graffiti letter, the
system recorded the error and prompted the participant to be-
gin the next trial.

Participants
Twelve right-handed participants were recruited (6 females,
age range, 21-27 years, mean age = 23.5 years, std = 2.2
years).

Results and Discussions
First, the Graffiti recognizer described in [30, 23] was used to
calculate the accuracy of each participant under each condi-
tion. The result is shown in the left bar group of Figure 10.
Unexpectedly, the recognition rate was too low for practical
use in all conditions; None of the conditions achieved the ac-
curacy more than 61%, indicating that all participants could
hardly draw the letters that could be successfully identified
by the recognizer. The results imply that the original Graf-
fiti recognizer is unsuitable for thumb-to-fingers stroke input.
Possible reasons and potential solutions are given in the fol-
lowing subsections.

Graffiti Recognizer
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Figure 10. The overall accuracy of recognizing the selected Graffiti let-
ters by using different recognizers.

Analysis for Low Recognition Rate
The reasons for the low recognition rate were explored by vi-
sualizing all strokes performed by all participants, and further
collected feedback from all of the participants in post-study
interviews. The findings were categorized as follows.

A* * * * A

a b c

d

e

f

Figure 11. Some examples of the stroke paths performed by the partic-
ipants. The letters in the grey boxes represent the recognition results.
The asterisk sign stands for “unknown”.
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Rotated or Distorted Stroke Paths. Figure 11 shows the
stroke paths drawn by a participant to illustrate our observa-
tions. The lines were usually crooked, which obtained let-
ters that were either rotated (Figure 11(a)) or distorted (Fig-
ure 11(b)). Since the original Graffiti recognizer applies tem-
plate matching to the stroke paths with a pre-defined gesture
set composed of straight lines and smooth curves, the rotated
and distorted stroke paths often caused template mismatches,
which reduced recognition rates. Notably, the participants
were unaware of their crooked thumb movements. Four of
the participants reported that “I thought that I drew a vertical
line since I swiped my thumb up”, suggesting that the inborn
hand anatomy actually affects the potential direction of pla-
nar movement by the thumb since the joints of the thumbs are
actually for high degree-of-freedom 3D rotations rather than
2D movements [17].

Misaligned Stroke Paths. According to [23], the challenge
of performing the selected Graffiti letters was the alignment
of the stroke. For example, the Graffiti letter “D” drawn by
participants was often misrecognized as “P” since the lack
of visual feedback often caused the participants to over- or
under-estimate the position where the stroke path should be
joined. However, as shown in the Figure 11(c), the key points
were usually misaligned, making the stroke paths could not
be correctly identified by the recognizer, thus further decreas-
ing the accuracies. The misalignments also imply that the
participants did not use tactile cues to perform the strokes.
Possible explanations are discussed further below.

Effects of Tactile Cues and Input Areas
Notably, a one-way within-subjects ANOVA analysis showed
that input conditions did not significantly affect recognition
rate (F (1.609, 22.592) = 1.606, p = .22), suggesting that both
tactile cues and input areas do not affect the accuracy. For the
tactile cues, eight of the participants reported that the tactile
cues on fingers were not used since they “simply migrate their
writing experience from smartphones to fingers”. Two partic-
ipants also reported that they “relied on the muscle memories
learned from the training session and tried to reconstruct the
stroke paths as quickly as possible. Therefore, tactile cues
were not used to perform the actions”. These feedback also
implies the reason of the misalignments of the strokes.

As for the input areas, although the result shows no differ-
ence on the recognition rates, the Index + Middle and the
Cover conditions were frequently reported more preferred
since “larger input areas enables larger thumb movements,
thus providing more physical comfort” reported by two par-
ticipants. We therefore asked the participants to rate their
preferences on using the three interfaces, following the seven-
Likert scale.

The results also showed that compared to the Index condition
(mean = 3.9, std = 1.1), the participants generally preferred
Index + Middle (mean = 4.9, std = 1.5) and Cover (mean =
5.1, std = 1.7) conditions.

An Alternative Solution: Customized Recognizer
Based on above experimental results, we concluded that the
original templates of Graffiti letters are unsuitable for thumb-

to-fingers interfaces owing to the hand anatomy. Therefore,
a recognizer suitable for the thumb-to-fingers interfaces is
needed. Finally, the $1 recognizer [32] was chosen as the
recognition mechanism since it has demonstrated good per-
formance and requires only few templates, allowing us to
reuse our data.

First, a general $1 model was trained by using the strokes
paths drawn by all participants. A 6-fold cross validation pro-
cedure (in which each fold contains the data from 2 partici-
pants) was then performed to evaluate the average recognition
rates of all conditions. However, as shown in the middle bar
group of Figure 10, the improvement was limited, which sug-
gests that the differences in writing behaviors were too large.
Figure 12 is an example that supports this inference. One
can see that although most participants were able to draw the
same character similarly, the stroke paths varied drastically
between different subjects.

Therefore, a customized classifier was constructed for each
participant. In 4-fold cross validation, the classifiers boosted
accuracies to 84.9%, 92.7%, and 88.9% for Index, Index +
Middle, and Cover conditions, respectively. These results
suggest that, for providing a reliable stroke input mechanism,
a personalized recognizer might be more effective.

Figure 12. The letter “G” performed by the twelve participants in the
Index + Middle condition. Note that the initial points of each stroke path
were aligned.

Summary
Based on the survey and feedback, we concluded that the
hand anatomy affects the stroke paths drawn by the partici-
pants and that tactile cues were not actually used. The writ-
ing behaviors between each participant are diverse, implying
that a general classifier requires deeper understandings of dif-
ferent writing behaviors between participants. For a reliable
recognition of stroke gestures, the interface could provide a
customized classification. Additionally, we suggest the use
of fingerpads for the index and middle fingers to increase the
space for free-form writing and better physical comfort, ac-
cording to the participants’ feedback.

INTERFACE DESIGN CONSIDERATIONS
Based on the experimental results, the following design
guidelines are proposed for effective thumb-to-fingers inter-
faces.

Hand Anatomy and Comfort Regions. Our experiments
showed that hand anatomy not only affects the physical com-
fort but also the precision of button taps and even stroke ges-
tures. To allow users to manipulate the touch widgets com-
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fortably and precisely, only the finger segments suggested
from STUDY 1 are considered functional regions.

Tactile Feedback. STUDY 2 shows that tactile cues enable
discrimination of at least 16 on-finger buttons. Additionally,
according to [10], landmarks on the fingers provide users with
clear tactile cues as reference points. Therefore, tactile feed-
back to the fingers should be preserved to enable rich short-
cuts.

Cross-Finger Touchpad. Although STUDY 3 showed no
significant difference in recognition rates between different
sizes of input areas, feedback from participant suggests that
large input areas increase physical comfort. Considering the
comfort regions from STUDY 1, we proposed a cross-finger
pad on the first segments of the index and middle fingers.

Customized Button Layout and Gesture Recognizer. Both
STUDY 2 and STUDY 3 showed that customized button lay-
outs and stroke gesture recognizers further increase the num-
ber of buttons and the recognition rate of the gestures. Similar
suggestions were also proposed by [18]. Thus, an effective
thumb-to-fingers interface should enable users to customize
the button layouts or the gesture commands for optimal per-
formance.

PROTOTYPE IMPLEMENTATION
This section describes the implementation a prototype used to
demonstrate the proposed interface design considerations.

Hardware Design Consideration
Glove-based solutions were excluded to preserve tactile cues
from fingers. Some studies have proposed using wearable
low-fi sensors and machine learning methods to detect free-
hand gestures [27, 7]. However, they could only recognize
discrete gestures rather than continuous interactions, thus also
excluded from our options. Some vision-based solutions have
been proposed, such as mounting a camera on the body [20],
the wrist [26], or a finger ring [4]. Although these devices en-
able discrete or continuous touch input, they require complex
computation, which increases power consumption.

We finally adopted a magnetic tracking method for our im-
plementation, inspired by [5] that augments Hall-sensor grid
on the nail of the index finger and senses the 2D movement
of a magnet on the thumb nail. A similar hardware configu-
ration and calibration process were used in the proposed Dig-
itSpace prototypes shown in Figure 13, whose form is similar
to the nail-ring chains (Figure 13(d)), a type of finger-worn
accessories. The Hall-sensor grid can detect the thumb’s posi-
tion with simple two-step calibration. First, background sub-
traction is performed to filter out noise. Second, placing the
thumb on each finger, and move the thumb along the finger
back and forth. Thus, the touch threshold is defined by the
intensity values at the corresponding touch positions.

Notably, there are other proposed magnetic tracking solutions
monitoring the signal changes of a magnetometer [1, 15] or
computing the magnet’s 3D position by using two magne-
tometers [6]. However, the high degree of freedom in the fin-
gers limits the effectiveness of magnetometer-based solutions

for detecting touch events or increases the need for calibra-
tion. In comparison, the Hall-sensor grid solution directly
transform the fingers into touch-sensitive surfaces, making
the touch events easily be detected.

a

b

c

d

Figure 13. The DigitSpace prototype, consisting of the (a) nail part and
(b) chain part for sensing a (c) neodymium magnet. The sensor signals
were read by a Teensy 2.0 microprocessor. The form of our prototype
was inspired by (d) a nail-ring chain.

Hardware
The DigitSpace prototype includes a pair of magnetic-sensing
nail-ring chains, each of which consists of two parts, Nail
(Figure 13(a)) and Chain (Figure 13(b)). The Nail comprises
a 3×3 Winson WSH138 Hall sensor grid, and the Chain con-
tains an 1×8 Hall sensor stripes, which support continuous
2D touch input and discrete button taps, respectively. The
sensors, which are separated by 4mm in the Nail part and
5mm in the Chain part, are used to detect a neodymium mag-
net (Figure 13(c)) Each sensor element detects the intensi-
ties of both N-and S-polar magnetic field components from
0 to 200 Gauss on a 512-point scale and at a sampling rate
that consistently exceeds 120 fps. We fabricated a nail-ring
chain by mounting the two parts on a NinjaFlex stripe. To
enable the prototype to be worn by users, we also printed a
nail-shaped plate and a ring and attached them below the Nail
and the end of the Chain. A Teensy 2.0 microprocessor reads
the sensor values from the two nail-ring chains and transmits
the data to a laptop PC to compute the 2D coordinates of the
magnet mounted on the thumb nail.

Tracking Algorithm
To decide the thumb’s location on the fingers, the system
firstly searches which Hall effect sensor on the Nails and
Chains containing the highest magnitude. If the highest sen-
sor value exceeds a threshold, the system then applies the
tracking algorithm to the corresponding part.

For 2D tracking on the Nails, the calibration process and the
tracking algorithm are identical to those in [5]. For absolute
1D tracking of the two parts, the system applies 1D cubic
interpolation to the sensor array and identifies the 1D position
based on where magnetic intensity is maximal.

An evaluation was performed to measure absolute 1D track-
ing capability. Three points were sampled on the prototype,
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and magnets were placed above the prototype at heights of 7,
9, 11, 13, and 15 mm. Different heights represent different
finger thicknesses. The three sample points are the very first,
the middle and the last Hall sensors on a Nail + Chain grid
array. Each sample point for each height was examined ten
times. The differences between the measured positions and
the actual positions of the magnet were recorded. The exper-
imental results lead to an average error of 1.98mm, which is
sufficient to support a 5-button layout.

Applications
Based on the functions provided by the DigitSpace prototype,
we propose using DigitSpace as a highly available smart-
watch controller. The utility of DigitSpace was demonstrated
by implementing the button, slider, and touchpad widgets
shown in Figure 1. A user can easily type numbers or trigger
a desired function by pressing a certain position on a finger.
The user enters gesture mode by simply aligning the first seg-
ments of the index and middle fingers and then quickly double
tapping on one of the fingerpads. After entering the mode, the
user can either perform a cross-finger stroke gestures for text
input or slide his thumb along a finger to control a slider bar.
A user who is familiar with the interface can manipulate the
smartwatch in an eyes-free manner.

Limitation
The limitation of the current prototype, which was inherited
from STUDY 3, is that users are required to align their index
and middle fingers to perform stroke gestures. Preliminary
user feedback indicates that separating the fingers would in-
crease physical comfort, which might also affect the stroke
paths owing to the hand anatomy. We will address these is-
sues in future works.

CONCLUSION AND FUTURE WORK
This paper presents DigitSpace, a thumb-to-fingers interface
that considers hand anatomy and touch precision. Our first
study identified the regions of fingers where thumb-to-fingers
touch interactions can be comfortably performed. After iden-
tifying the comfort regions, the second and the third stud-
ies further explored how to arrange two general touch wid-
gets, buttons and touchpads, for effective discrete and con-
tinuous touch input. The study results reveal several fac-
tors that should be considered in designs for thumb-to-fingers
touch interactions. We then developed a DigitSpace proto-
type, a wearable device based on magnetic tracking to enable
thumb-to-fingers interactions and its applications. As for fu-
ture work, we have seen that allowing users to open their fin-
gers while performing thumb-to-fingers interaction will in-
crease physical comfort. We consider to investigate whether
this increase in comfort also permits a boost in user perfor-
mance. Sensing techniques for supporting this feature will
also be explored.
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