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ABSTRACT
ImmerseBoard is a system for remote collaboration through
a digital whiteboard that gives participants a 3D immersive
experience, enabled only by an RGBD camera (Microsoft
Kinect) mounted on the side of a large touch display. Using
3D processing of the depth images, life-sized rendering, and
novel visualizations, ImmerseBoard emulates writing side-
by-side on a physical whiteboard, or alternatively on a mir-
ror. User studies involving three tasks show that compared
to standard video conferencing with a digital whiteboard, Im-
merseBoard provides participants with a quantitatively better
ability to estimate their remote partners’ eye gaze direction,
gesture direction, intention, and level of agreement. More-
over, these quantitative capabilities translate qualitatively into
a heightened sense of being together and a more enjoyable ex-
perience. ImmerseBoard’s form factor is suitable for practical
and easy installation in homes and offices.
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INTRODUCTION
A physical whiteboard can enhance collaboration between
people in the same location by allowing them to share their
ideas in written form. The existence of the written repre-
sentations in turn allows the participants to express their re-
lationships to the ideas in physical terms, through pointing,
gaze direction, and other forms of gesture. These are impor-
tant ways, besides the written information itself, that a phys-
ical whiteboard enhances collaboration beyond the usual im-
portant elements of collaboration between co-located people,
such as eye contact, body posture, and proxemics.

When collaborators are remote, a digital whiteboard makes it
possible for remote collaborators to share their ideas graphi-
cally. Digital whiteboard sharing is a facility found in many
modern video conferencing systems. However, it is mostly
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Figure 1. ImmerseBoard setup and conditions. (A) Large touch display
and a Kinect camera, (B) Hybrid, (C) Mirror, (D) Tilt board.

used to convey information through writing. The ability for
the participants to relate with each other and with the writing
through pointing, gaze, and other forms of gesture is often
lost. Preserving such context, as if the participants were co-
located, has been a goal of research on remote collaboration
for some time [26][7]. The well-known Clearboard [7] deeply
affected the remote collaboration field. It shows the video of
the remote participant on a shared workspace as if the partic-
ipants talk through and draw on a transparent glass window.
However, Clearboard has several limitations: (a) it requires a
rear projector/camera and special screen (either liquid crys-
tal screen switched between transparent and scattering states,
or 45 degree tilted projection screen with a polarizing film
and half-silvered mirror), whose bulk and cost make large de-
ployment difficult, (b) gaze is correct only when both partici-
pants’ heads are simultaneously located at the virtual camera
positions, (c) collaborating through a glass window is not as
familar for users as collaborating in front of a whiteboard,
and requires an unexplained image flip, and (d) the writing
and remote participant’s video are overlapped, which may
distract participants. The metaphor that participants talk in
front of a whiteboard was discussed in the Clearboard paper
and was considered too difficult to implement without using
head-mounted displays and special gloves.

In this paper, we propose ImmerseBoard, which provides an
immersive telepresence experience [15] around remote white-
board collaboration with a simple setup, using only a large
touch display and an RGBD camera. ImmerseBoard pre-
serves the remote participants’ physical relation to the white-
board and to each other, while overcoming ClearBoard’s lim-
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itations. We design and implement a prototype system, which
supports three novel immersive conditions, called Hybrid,
Mirror, and Tilt board conditions, shown respectively in Fig-
ures 1(B)–(D). The Hybrid condition is an augmentation of
2D video conferencing with a whiteboard, extending the re-
mote person’s hand out of the video window to reach the
location where he or she is writing. The Mirror condition
emulates side-by-side collaboration while writing on physi-
cal mirror. Though visually similar to ClearBoard, the Mir-
ror explains the flip and extends easily to multiple parties.
The Tilt board condition emulates side-by-side collaboration
while writing on a physical whiteboard. This has not been
possible before without a head-mounted display. Key contri-
butions include the following:

• We use only an RGBD camera (Microsoft Kinect),
mounted on the side of a large touch display, to enable 3D
immersive collaboration in a desirable form factor, practi-
cal for home or office use.

• We introduce three new visualization metaphors, includ-
ing the completely new 2.5D Hybrid and 3D Tilt visualiza-
tions, which provide to remote collaborators a sense of the
spatial relationships to each other and to their shared writ-
ing, thereby preserving varying degrees of gaze direction,
gesture direction, intention, and proximity, for immersive
collaboration.

• We implement all three visualizations (Hybrid, Tilt, Mir-
ror) in a single system, and allow users to choose their pre-
ferred visualization depending on task. To our knowledge,
this is the first implementation of any of these visualiza-
tions in a simple and practical setup.

We also run a user study to validate the system. In the user
study, we design three games that reflect important aspects
of real-world collaboration. A total of 32 participants in 16
pairs play these games on ImmerseBoard. The results show
that compared to standard video conferencing with a digi-
tal whiteboard, ImmerseBoard provides participants with a
quantitatively better ability to estimate their remote partners’
eye gaze direction, gesture direction, intention, and level of
agreement. Moreover, the participants have a heightened
sense of being together and a more enjoyable experience.

RELATED WORK
ImmerseBoard draws from several fields, including computer
supported cooperative work (CSCW) and telepresence. In
this section, we explain how ImmerseBoard is related to prior
work in these fields.

Large Screen Collaboration
Large displays, and large touch screens in particular, have
been used to support collaboration between many people
in the same place. Streitz et al. proposed a collaboration
workspace, including the DynaWall, which can be jointly op-
erated by two people [23]. Khan et al. proposed a method for
showing attention on a large display using a spotlight [11].
Birnholtz et al. evaluated the effectiveness of large screens in
negotiation [2]. Other collaboration researchers aimed to en-
hance co-located collaboration using digital whiteboard sys-
tems that use the pen’s buttons [5], and handheld-computers

[21] . In contrast, we focus on remote collaboration, through
a digital whiteboard. Specifically, we focus on generating a
sense of presence between the remote participants as well as
a seamless collaboration environment.

Remote Collaboration Systems
CSCW researchers aim to realize remote collaboration with
an experience similar to local collaboration. Tang and Min-
neman proposed VideoWhiteboard, which is a remote col-
laboration system that shows the remote participant’s shadow
[26]. Apperley et al. also developed a collaboration system
that shows shadow information on a large display [1]; how-
ever, shadowed facial information does not preserve eye con-
tact. Ishii et al. introduced Clearboard, which shows the video
of the remote participant on a shared workspace, as if the par-
ticipants are looking at each other through a glass wall (on
which they can write), approximating eye contact [7]. Clear-
board flipped the remote video to fix the inverse writing prob-
lem. Ishii’s research deeply affected the remote collabora-
tion field [24]. Roussel designed THE WELL, which intro-
duced the looking down display model [22]. These works
all used tabletop computers to show shadow [25] or photo-
graphic hands [6] [4] for user’s attention. In contrast, our
paper extracts a 3D representation of the remote participant
in order to reconstruct a more informative representation.

Immersive Human Reconstruction
Raskar et al. introduced immersive telepresence for remote
collaboration in an office environment [20]. Various other
works on immersive telepresence also involved reconstruc-
tion of human images in 2D/3D environments, including 3D
human images from stereo or depth cameras [17] [13]. Zhang
et al. made realistic human 3D images in real time using a
hybrid camera system, consisting of a depth camera, IR cam-
eras, color cameras, and IR laser projectors [29]. Morikawa
et al. proposed Hyper Mirror, which mixed images from
two places using background subtraction [16]. Several re-
searchers displayed reconstructed humans using tetrahedral
displays [8], omni-projection [12], and face-shaped displays
[14]. In contrast, ImmerseBoard reconstructs the remote par-
ticipant as a life-sized human body on a whiteboard in real-
time using an RGBD camera for immersive collaboration.

Immersive Telepresence with a Whiteboard
Some prior work in immersive telepresence employs white-
board collaboration [27]. Kunz et al., in Collaboard, extracted
the remote participant from video and used background sub-
traction for showing attention [18]. Uchihashi et al. proposed
a system for mixing remote locations using stereo cameras
that can show the touch position of the remote person [28].
Junuzovic et al. created a shared work space on any surface
using a camera-projection system [9]. However their Illu-
miShare system loses eye contact and face-to-face commu-
nication because the camera position is behind the user. For
eye contact through video, the camera and the display should
be at or close to the same position. In our work, we use 3D
capture in order to solve the problem of displaying the re-
mote person from the correct point of view, which solves the
eye contact problem if the visual quality is sufficiently high.

Telepresence Video, Robots, and Walls CHI 2015, Crossings, Seoul, Korea

2384



Zillner et al. proposed 3D-Board, which can capture and
transmit a user’s whole body for remote whiteboard collab-
oration using multi-kinects [30]. Their solution is similar
to the Mirror condition in this paper. However, we provide
two additional novel visualizations - Hybrid and Tilt, which
are valuable alternatives to Mirror. Our study finds that it
is important to provide different conditions for participants
to choose from, as their preferences are diverse and task de-
pendent. In addition, there are several differences between
our Mirror condition and 3D-Board: (a) 3D-Board is asym-
metric. The operator can see the instructor’s image, but the
operator’s image is not sent to the instructor. In contrast, Im-
merseBoard provides a symmetric collaboration experience
where participants can see each other. (b) 3D-board needs a
Kinect away from the board to track the operator’s head for
motion parallax, while ImmerseBoard uses the Kinect on the
side of the display to perform head tracking. (c) 3D-Board
uses two Kinects to reconstruct the remote user with a better
image quality than the Mirror condition in the ImmerseBoard,
which we have left to future work.

Remaining Challenges
There are two major issues in the existing works. The first is-
sue is the tradeoff between the form factor of the system and
the level of immersion that it can provide. It is challenging to
provide an immersive telepresence experience for whiteboard
collaboration in a form factor simple enough for practical in-
stallation in homes and offices. The second issue is the diffi-
culty of implementing the whiteboard metaphor (collaborat-
ing side by side on a whiteboard), and furthermore providing
the glass wall metaphor for users to choose from within the
same system. Therefore, we design and implement Immerse-
Board to address these two challenges.

TWO GUIDING METAPHORS
ImmerseBoard aims to connect remote collaborators as if they
were co-located. Two metaphors of physical collaboration
guide the design of ImmerseBoard. The first is the metaphor
of side-by-side writing on a physical whiteboard, as shown
in Figure 2(A). Each participant views the whiteboard and
the other participant from his or her personal view, seeing
the whiteboard in perspective and seeing the other partici-
pant from the side, in front of the whiteboard. The second
is the metaphor of side-by-side writing on a physical mirror,
as shown in Figure 2(B). Each participant sees the image of
the other participant reflected in the mirror. The participants
write on the mirror. In each metaphor, the participants are
able to convey eye contact, eye gaze direction, pointing, hand
gestures, body proximity, and other aspects of body language
in relation to the other participant as well as to the writing. In
addition, there is shared space in front of the writing surface
for physical interaction and manipulation. The whiteboard
metaphor is discussed in the Clearboard paper, but is consid-
ered hard to implement without using head mounted display.
The mirror metaphor is similar to the glass wall metaphor
in ClearBoard. In this paper, we implement both metaphors
with a much simpler setup, i.e., just setting a Kinect on the
side of large touch display (see next section), allowing users
to choose their prefered metaphor.

Figure 2. Metaphors: Side-by-side writing (A) on a whiteboard, (B) on
a mirror.

SYSTEM
To emulate the above metaphors, we built ImmerseBoard
around a large touch screen and a color plus depth (RGBD)
camera, as shown in Figure 1(A). In our prototypes, the touch
screen is a 55-inch Microsoft Perceptive Pixel (PPI) display,
and the camera is a Microsoft Kinect camera. The PPI board
is a multi-touch screen that can be used with either pens or
fingers. We built two prototypes, called Left and Right, re-
spectively configured with the PPI board to the left and right
of the Kinect camera. (See Figure 3.) In this setup, users can
move freely in the capture range of the Kinect camera (0.4-
4.5 meters, 70◦ FOV), which allows them to roam up to 2
meters away from the board at its center. The remote user is
rendered on the display close to the Kinect, so that the local
user naturally stays within the capture range of and faces the
Kinect in order to look at the image of the remote user and
to write on the board. In the event that the local user faces
the board directly, there may be some minor but not critical
occlusions. One hand may be occluded by the torso when the
hand is not active, but will be observable when the hand is
writing or pointing.

The ImmerseBoards transmit to each other stroke data (po-
sition and color), color video data, depth video data, and
skeleton data. The color and depth data allows us to extract
an image and 3D point cloud of the participant without the
background, while the skeleton data allows us to track the
positions of the limbs of the participant. The depth data and
skeleton data are expressed in the coordinate system of the
capturing camera. In order to understand the pose of the par-
ticipant in relation to the board, we transform the data from
the camera’s coordinate system into the board’s coordinate
system. This requires prior calibration of the pose of the cam-
era with respect to the board.

We implemented a simple calibration system, which allows a
user to tap four points in the corners of the PPI. When the user

Figure 3. Left and right ImmerseBoard prototypes.
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taps a point, the system records his 3D hand position from the
skeleton information. From these four 3D positions, the sys-
tem calculates a transformation matrix relating the coordinate
systems of the camera and the board.

Once the data are transformed into the board’s coordinate sys-
tem, it can be processed and rendered with different visualiza-
tions (to be described in the next section). We use C++ and
OpenGL for 2D/3D video processing and rendering, and use
TCP for data communication.

IMMERSEBOARD CONDITIONS
ImmerseBoard supports several visualizations, or conditions.
The first condition emulates the metaphor of participants
writing shoulder-to-shoulder on a physical whiteboard. The
second condition emulates the metaphor of the participants
writing shoulder-to-shoulder on a mirror. Both of these con-
ditions use 3D capture and rendering of the remote partici-
pants. The third condition is a hybrid between a standard 2D
video conference and a 3D writing experience. A fourth con-
dition is simply a standard 2D video conference with stan-
dard digital whiteboard. We now explain (in reverse order)
the conditions and their implementations.

Video Condition
We begin with a standard video condition, in which the left
or right side of the display is reserved for standard 2D video,
leaving the bulk of the screen as a shared writing surface. The
video is captured by the color camera in the Kinect, and dis-
played on the same side of the PPI as the camera, so that the
eye gaze discrepancy is about 15 degrees. The display is large
enough to show the upper body of the remote participant, life-
sized. The video is processed so that the background is re-
moved and the participant is framed properly regardless of
where he is standing.

Hybrid Condition
The Hybrid condition is a hybrid of the above Video condition
and a 3D experience. In the Hybrid condition, the remote
participant’s hand is able to reach out of the video window
to gesture, point, or touch the board when writing, as shown
in Figure 1(B). From the remote participant’s hand position,
the local participant is often able to understand the remote
participant’s intention as well as his attention.

ImmerseBoard implements the Hybrid condition using 3D
depth and skeleton information from Kinect to guide 2D color
video processing, as shown in Figure 4. The Kinect deter-
mines foreground (person) and background pixels. Each fore-
ground pixel has a 3D coordinate. ImmerseBoard uses these
3D coordinates to segment pixels into body parts according
to the pixels’ 3D proximity to bones in the skeleton. The
foreground pixels are framed within the video window of the
display such that the upper body pixels are displayed. (This is
the same as in the Video condition.) When the reaching arm
is close to the PPI board, the system redraw arm and hand pix-
els by (a) moving the hand pixels to the appropriate location
(orthogonal projection of the hand on the PPI board), and (b)
stretching the image of the arm to seamlessly connect the up-
per body to the hand using texture mapping and deformation.

Figure 4. Video processing in Hybrid condition: (A) Source RGB image,
(B) Extracted human image, (C) Segmentation, (D) Skeleton, (E) Result.

The hand and upper body images are not stretched. Aside
from the stretched arm, the foreground image is identical to
that coming from the color camera. Thus image quality and
eye gaze discrepancy are the same as in the Video condition.

Mirror Condition
The Mirror condition, shown in Figure 1(C), is an emulation
of the mirror metaphor. The remote participant’s full upper
body is seen life-sized, conveying body posture, body prox-
imity, gesture direction, pointing direction, and eye gaze di-
rection, in relation both to the board and to the local partici-
pant. Both participants are able to write on the entire surface,
and see each other in any part of the surface, as if it were a
large mirror.
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Figure 5. Mirror Condition: The system flips the z-axis in both sides

ImmerseBoard implements the Mirror condition by trans-
forming the 3D colored point cloud from the Kinect coor-
dinate system to the PPI coordinate system, and then flipping
the z-axis (z to −z). The remote participant’s point cloud is
rendered using a 3D polygonal mesh. The viewpoint from
which the remote participant is rendered onto the display can
either be fixed at a default position, or for maximum accuracy,
can track the head of the observer.

When head tracking is used at both sides, the relative geome-
try between the participants is precise, and eye contact is pos-
sible if the video quality is sufficiently high. Moreover, head
tracking allows either participant to move to look around ei-
ther the figures on the board or around the remote participant,
as shown in Figure 6. However, the side of the remote partic-
ipant not seen by his Kinect camera cannot be rendered, lead-
ing to a significant loss of perceived visual quality. Adding
a second Kinect camera on the other side of the PPI board
would solve the problem.

Tilt Board Condition
The Tilt board condition, shown in Figure 1(D), is an em-
ulation of the metaphor of side-by-side writing on a physi-
cal whiteboard. As in the Mirror condition, the remote par-
ticipant’s full upper body is seen life-sized, conveying body
posture, body proximity, gesture direction, pointing direction,
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Figure 6. Mirror Condition with Head Tracking: The system can change
perspective based on the user’s head position.

and eye gaze direction, in relation both to the board and to
the local participant. However, to fit the remote participant’s
image on the display, the image of the rectangular drawing
surface is tilted back by 45 degrees (which is adjustable) and
rendered in perspective. That is, the drawing surface is now
virtual. Participants are able to write on the virtual drawing
surface, by writing onto its projection on the physical PPI sur-
face. At the same time, they can see each other as if they were
side by side.

If writing onto the projection of a tilted virtual surface be-
comes awkward, optionally the tilted virtual surface can be
rectified so that it coincides with the physical surface. When
the board is rectified, the remote participant is no longer vis-
ible. Thus, typically, a user will use the tilted board to watch
the remote participant present, and will use the rectified board
to write detailed sketches. The tilting and rectification are vi-
sualizations for the benefit of the local user only, and can be
done independently on either side.

To reduce the gaze divergence between the participants, the
remote participant’s image should be placed as close as pos-
sible to the Kinect camera. Thus, the direction of the tilt is
different for the left and right boards, as shown in Figures 7
(A) and (C), respectively. For the left board, the Kinect cam-
era is located on the right, and the virtual board is tilted to
the left (Figure 7A). For the right board, the Kinect camera is
located on the left, and the virtual board is tilted to the right
(Figure 7C). As byproduct, this increases the overlap of the
remote participant seen by the local participant and captured
by the remote Kinect camera, resulting higher image quality,
compared to the Mirror condition.

However, when the remote participant writes on a tilted
board, he is actually writing on the image of the tilted vir-
tual surface projected onto the physical surface of the PPI.
Therefore, if the system directly reconstructs the physical en-
vironment (i.e., rotating the remote participant such that the
virtual boards from both sides align) and changes only the
viewpoint, the remote participant has correct eye gaze direc-
tion but points at the wrong place as shown in Figure 7B.
Figure 7C shows that the correct touch point can be realized
by extending the remote participant’s arm to reach the correct
position in the virtual environment.

Figure 7. Tilt Board Condition: (A) The user touches the projection
of the tilted board and looks at the remote person’s face on the physical
display. (B) The remote user’s touch position would be incorrect if the
system directly reconstructs the physical environment using the virtual
board as the reference. (C) The system extends the remote participant’s
arm to correct the touch point.

To extend the remote participant’s arm, the system calculates
an appropriate hand position in the virtual environment. For
example, if the participant is touching the physical board, this
corresponds to a position on the virtual board (Figure 8 (A)).
The hand is moved to this position in the virtual environment.
However, if only the hand is moved to this position, it would
be disconnected from the body (Figure 8 (B)). Thus, the sys-
tem uses a coefficient α to interpolate the positions for points
on the hand (α = 1.0), arm (0.0 < α < 1.0) and shoulder
(α = 0.0). The system also uses a coefficient β, based on
the hand skeleton position in PPI coordinate system, to per-
form the interpolation only near the board. The system has
two thresholds: min(= 5cm) and max(= 20cm). If the
participant’s hand is closer than min, β is 1.0. If it is fur-
ther than max, β is 0.0. Otherwise, β is determined linearly
(0 < β < 1.0). The system transforms each point on the
hand, arm, or shoulder to a point Pt = Ph(1−αβ)+Pp(αβ),
where Ph is the original point and Pp is the projected point.

Figure 8. Tilt Board Geometry. (A) Projection of physical hand position
on virtual board, (B) Hand translation towards virtual board, (C) Arm
extension that preserves the proper hand-board relationship and arm-
torso connection.

The major limitation of the Tilt board is the shape imprecision
due to the perspective. It also causes fewer pixels to use on the
side close to the remote user’s image. Our system provides a
remedy by allowing a user to rectify the board if needed.

USER STUDY
We performed a user study to compare the three conditions
(video, hybrid, mirror, and tilt board), using both objective
and subjective measures (the latter based on user feedback)
to analyze key elements of the immersive experience such as
gesture direction, intention, and eye gaze direction.
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Participants and Studies
We recruited 32 subjects (5 female and 27 male) between the
ages of 19 and 66 (mean 36). All subjects were right-handed
information workers, with normal vision, hearing and move-
ment ability. They all had video conferencing experience as
part of their work.

The participants were partitioned into two disjoint studies (1
and 2) in order to answer three questions: (a) Is reference,
e.g., pointing, useful for remote collaboration? (b) Does 3D
rendering provide a better experience than 2D? (c) Which 3D
condition (Mirror or Tilt) is more effective? Study 1 was
formed to answer the first two questions and Study 2 for the
third. This partition reduces the number of subjects needed to
counterbalance all conditions tested in the studies.

Study 1 had 12 subjects, working in 6 sessions. Each session
had a pair of subjects to act as remote collaborators (or part-
ners). Study 1 compared 2D visualizations (Video, Hybrid)
and a 3D visualization (Mirror). The Video and Hybrid con-
ditions have good image quality as they are generated from
the RGB source, but do not have exact eye contact nor do
they preserve the positional relationship between the user and
the board. The Mirror condition preserves eye direction and
relationship to the board, but its image quality is relatively
poor, due to rendering the remote participant from a view-
point much different from that of the camera. We distributed
the six sessions evenly over the six possible sequences of
three conditions.

Study 2 had 20 subjects, working in 10 sessions. The study
compared Mirror and Tilt conditions as well as a variation of
the Mirror with headtracking and a variation of the Tilt with
optional board rotation. Half the sessions evaluated first Mir-
ror, then Tilt. The other half evaluated first Tilt, then Mirror.

Setting
The study session took place in a room with two Immerse-
Boards (one left prototype and one right prototype). The two
ImmerseBoards were separated by a curtain; thus the two sub-
jects could see each other only through the ImmerseBoard.
Subjects could write on the board using either fingers or sty-
lus. They could talk to each other directly. We did not capture
and transmit audio, since we focused on visual experience.

Procedure
At the beginning of each session, the two subjects filled
out background questionnaires on their prior experience with
video conferencing. Then they performed one subjective task
(teaching) and two objective tasks (gaze estimation, symbol
matching) to evaluate each condition. The three tasks will
be discussed in detail in the next section. Each condition
was introduced at the beginning in terms of the appropriate
metaphor in Figure 2 (whiteboard or mirror). We did not ob-
serve any difficulties understanding the metaphors. For Study
2 , we also evaluated a variation of each condition (i.e. the
Mirror with head-tracking and the Tilt board with optional
rotation). Participants experienced the variation immediately
after its base condition and were asked to perform only the
teaching task in the interest of time. After each condition or
variation, the subjects filled out a brief questionnaire on the

Figure 9. Three Games for User Study. (A) Teaching game in Video con-
dition. (B) Gaze estimation game in Mirror condition. The left partici-
pant guesses where the right participant is looking. (C) Symbol match-
ing game in Hybrid condition. The right participant looks at where the
left participant is about to touch.

condition or its variation. At the end of each session, the sub-
jects filled out an overall questionnaire to compare the condi-
tions. We also debriefed each subject with an interview.

Task Design
We designed the three tasks to be realistic, to be fun, and to re-
veal the strengths and weaknesses of the different conditions
on aspects important to real-world collaboration. The first
task is a subjective but practical task: teaching. Teaching is a
important and broadly representative use case for remote col-
laboration systems [3]. The remaining tasks are games with
measurable objectives. The subjects are instructed to play
each game to maximize (or minimize) its objective. We used
the game outcomes to evaluate aspects of each condition.

Subjective Task — Teaching
As shown in Figure 9(A), one subject plays the role of
Teacher, and the other Student. The subjects are free to decide
among themselves who will be Teacher, and what the Teacher
will teach. We suggested teaching the rules of a card game,
board game, or sports game, but many other topics came up
during the user study. The subjects had about 3-5 minutes
to teach and learn, just enough time to get some experience
and understanding of the condition. In addition, the teaching
task evaluates how well the condition is able to convey social
cues about the level of agreement and understanding through
questionnaire and interview.

Objective Game 1 — Gaze Estimation
The first game (Figure 9B) evaluates the accuracy with which
a participant can estimate the eye gaze direction of the remote
participant in each condition. It is well known that eye contact

Telepresence Video, Robots, and Walls CHI 2015, Crossings, Seoul, Korea

2388



and eye gaze direction are important elements of communi-
cation [10] [14]. This is an asymmetric game with a leader
and a follower, so the game is played twice in each condition,
to give each subject a chance to play both roles. The players
are shown an eight by eight grid of cells on their shared sur-
face. However, on the leader’s side, one of the cells is colored
red, at random. The red cell is not visible on the follower’s
side. The leader is prompted to look at the red cell in a nat-
ural way. The follower observes his partner via the visual
condition in effect, and tries to guess which cell his partner
is looking at. The follower clicks on the estimated cell, and
then is shown the correct answer. Before the follower clicks a
button to move on to the next trial, the system blanks the fol-
lower’s visual condition and shows the leader a new prompt.
This gives the leader time to move to the new prompt without
the follower seeing the leader’s direction of movement. There
are 16 trials per side. We record the estimation accuracy.

Objective Game 2 — Symbol Matching
The second game (Figure 9C) evaluates the ability of a partic-
ipant to follow his partner’s gestures as cues of attention and
intention. Again, this is an asymmetric game with a leader
and a follower, so the game is played twice in each condition,
to give each subject a chance to play both roles. The players
are shown on their shared surface ten pairs of symbols, ran-
domly permuted on a four by five grid. The symbols come
in five shapes (circle, square, diamond, up and down trian-
gles) and two colors (red and blue). The leader taps a colored
shape to make it disappear. The follower is instructed to tap
the corresponding colored shape, as quickly as possible, to
make it disappear. If he taps the wrong shape, nothing hap-
pens. When all shapes are gone, the game ends. We recorded
the follower’s response time.

STUDY RESULTS
In this section, we will demonstrate and discuss the user study
results. We will show the quantitative evaluation for the two
games (gaze estimation, symbol matching) as well as the re-
sults from questionnaire and interview.

Result of Gaze Estimation Game
Figure 10 shows the average shift, or bias, from the cell that
the follower clicked to the cell that the leader was looking at
over four conditions in two studies. The bias is calculated per
block that includes 4 cells over all subjects, since each block
had only one cell selected in each game.

Figure 11 shows the mean and standard deviation of the hor-
izontal and vertical errors for all four conditions. The hor-
izontal (or vertical) error is defined as the absolute distance
from the cell which the follower clicked to the cell that the
leader was looking at, along the horizontal (or vertical) di-
rection, in units of the number of cells. A Repeated Mea-
sures ANOVA revealed a significant main effect in Study 1
on both horizontal (F2,22 = 9.12, p = .001) and vertical er-
ror (F2,22 = 14.75, p < .001). Post-hoc pairwise comparison
(with bonferonni corrections) revealed that (a) Video had sig-
nificantly more horizontal error than Hybrid (p = .046) and
Mirror (p = .003), and (b) Mirror had significantly more ver-
tical error than Video (p = .001) and Hybrid (p = .011).

Figure 10. Gaze Estimation: Bias over different locations. The blue
cross is the leader’s true gaze direction and the red line indicates the
follower’s gaze estimation bias.

Figure 11. Horizontal and Vertical Error of gaze estimation game.

For Study 2 , the paired Student’s t-test revealed that the Mir-
ror was significantly better than Tilt on horizontal error (p =
.027) and significantly worse on vertical error (p = .033).

Discussion of Gaze Estimation Game
In Study 1 (top row of Figure 10), the Video and Hybrid con-
ditions have large horizontal bias and small vertical bias. The
Mirror condition is opposite - small horizontal bias and large
vertical bias. For the Video and Hybrid conditions, the hori-
zontal and vertical biases are not equal, because the person-
board relationship is preserved vertically, but not horizontally.
Hence, it is difficult for the follower to estimate the horizontal
gaze direction. Some subjects talked about this in the inter-
view - “It was pretty easy to tell up and down but was harder
to pick up the column for the Video and Hybrid conditions.”
For the Mirror condition, the person-board relationship is pre-
served both vertically and horizontally. As expected, the bias
in each direction has similar magnitude, and the horizontal
bias is less than in the Video and Hybrid conditions. How-
ever, it is surprising that the Mirror condition has significantly
more vertical bias than the Video and Hybrid conditions. This
is likely due to the poor video quality in the Mirror condition,
especially around the eye area, such that the eye ball direction
cannot be seen as well. Hence the participants rely more on
the head direction to estimate the gaze direction. Thus, if the
highlighted cell is directly in front of the partner (eye balls at
neutral position), the bias is small. The bias increases when
the highlight cell moves toward the boundaries, since the eye
ball movement (other than head movement) contributes more
to the eye gaze [19]. This can be confirmed in Figure 10. The
blocks on the top-middle have small bias because that is the
average head position of the remote partner. The blocks on
the left/right/down have larger bias and the bias increases as
the cell moves further.
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Unexpectedly, the Hybrid condition is better than the Video
condition on horizontal gaze bias in spite of having the same
video quality. We conjecture that the leader may have learned
implicitly from the reference (i.e., follower’s pointing) to con-
vey better his gaze direction to the follower.

In Study 2 (bottom row of Figure 10), the Mirror condition
has a pattern similar to that of Study 1 . Like the Mirror con-
dition, the Tilt board condition preserves both the horizontal
and vertical person-board relationship, but from a different
perspective. Since the Tilt board provides a side view, the
camera position for rendering is relatively close to the Kinect
camera position for capturing. Thus the Tilt board has a bet-
ter video quality than the Mirror condition. In consequence,
the Tilt Board has less vertical bias than the Mirror condition.
However, the horizontal bias for the Tilt Board is more than
for the Mirror. This is because it is more difficult to estimate
horizontal eye gaze direction from a side view than from a
frontal view, which the Mirror condition has.

Result of Symbol Matching Game
Figure 12 shows the follower’s average response time in the
symbol matching game. The response time is defined as the
difference between the time the leader selects a symbol and
the time the follower clicks the correctly matched symbol.

A Repeated Measures ANOVA revealed a significant main ef-
fect on the response time in Study 1 , F2,22 = 7.99, p = .002.
Post-hoc pairwise comparison (with bonferonni corrections)
revealed that Mirror was significantly faster than Video (p =
.005). The Hybrid is between the Video and the Mirror. For
Study 2 , the Mirror and the Tilt are very similar.

Discussion of Symbol Matching Game
In Study 1 , the Mirror condition has a better capability than
the Video condition to transmit leader’s gesture direction, in-
tention and attention. In Study 2 , the Tilt board condition
has a nearly equal capability with the Mirror condition. Thus,
the Mirror and Tilt board conditions significantly (and Hybrid
slightly) outperform the Video condition because rendering
the leader’s arm in the former conditions helps the follower
anticipate the symbol that the leader is about to touch. We
observed that many users understood the challenges of the
Video condition and prepared themselves by concentration.
Some other users had to scan through all shapes to identify
the missing symbol. The subjects also discussed this in the
interview - “In the Video condition, you do not know which
symbol is about to disappear, but when you can see where the
hand was in Hybrid and Mirror conditions, you can antici-
pate which symbol will be selected.” Hence, touch and point-
ing positions are quite important for the immersive telepres-
ence visualization.

Questionnaire
The participants are asked to rank the conditions with respect
to the questions in Figure 13 and Table 1. In Study 1 , the
subjects ranked the three conditions (Video, Hybrid, Mirror)
from the worst to the best. In the Study 2 , the subjects pick
the better condition from either Mirror and Tilt Board.

Figure 12. Response time of symbol matching game.

Table 1. Result of Friedman and pairwise Wilcoxon Signed Ranks Tests
on the participant’s ranking in Study 1 . “*” indicates the significance.

Questions Friedman
Tests

Wilcoxon:
Video/Hybrid

Wilcoxon:
Video/Mirror

χ12,2 p Z p Z p

being together 10.17 .006∗ −3.28 .001∗ −2.43 .015∗

enjoy experience 8.00 .018∗ −2.81 .005∗ −2.077 .038

video was useful 12.50 .002∗ −3.22 .001∗ −2.67 .008∗

video quality 6.50 .039∗ −1.90 .058 −.58 .564

eye contact 3.50 .174 −1.73 .083 −1.57 .117

ideas conveyed 15.17 .001∗ −3.18 .001∗ −2.91 .004∗

where to look 3.50 .174 −1.73 .083 −1.57 .117

where to touch 18.00 .001∗ −3.15 .002∗ −3.15 .002∗

read agreement 7.17 .028∗ −2.80 .005∗ −1.71 .087

Figure 13 shows the ranking results. In Study 1 , most sub-
jects prefer either Hybrid or Mirror for all questions except
the question about video quality. Table 1 shows the statistic
test results. Significant main effects were revealed for seven
questions (except the “eye contact” and “see where the part-
ner was looking”). Within these seven questions, pairwise
comparison revealed that both Hybrid and Mirror conditions
were ranked significantly better than the Video for four ques-
tions (“being together,” “video was useful,” “ideas were con-
veyed,” “see where the partner was about to touch”) and the
Hybrid condition was also ranked significantly better than
the Video for another two questions (“enjoy experience,”,
“read partner’s agreement level”). The main effect (p < .05
for Friedman test) and pairwise significance (p < .0167 for
Wilcoxon signed ranks test) is marked by “*”. There is no
significance between the Hybrid and Mirror for any question.

In Study 2 , we observe the diversity of the subjects’ prefer-
ences over all questions except “video quality”, on which the
Tilt outperforms the Mirror significantly (χ20,1 = 9.80, p =
.002). Other than that question, Mirror and Tilt are very close.

Subjects in Study 2 also rated if the variations, i.e., head
tracking for the Mirror and optional board rotation for the
Tilt board, improved the condition on a 7 point scale (dis-
agree=1, agree=7). Subjects mildly agreed on these two vari-
ations (head tracking 4.6/7 and board rotation 4.95/7).

Feedback
ImmerseBoard, including Hybrid, Mirror and Tilt Board con-
ditions, received very positive feedback from the subjects.
All subjects were excited about using ImmerseBoard because
“this is very cool, new experience that could be very useful in
my profession,” “this is impressive for remote collaboration,”
“we were naturally trying to help each other.”
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The subjects also explained why they enjoyed ImmerseBoard,
such as “It was a good experience to see the video of my part-
ner, to see his reaction, where he is looking and what he is
doing,” “I was able to predict where my partner is about to
touch, and this would be great especially for co-workers.”.
They also like the simple setup - “The setup is so simple that
I can easily fit this to my office.”

We also received negative feedback mostly on the video qual-
ity, particularly for the Mirror condition, like “Video quality
of partner was not that great, particularly face and eyes,”
“The video quality was not great. If it were better the experi-
ence would be much improved. It was difficult to see the eyes
with current video quality.”

For the Hybrid condition, the participants liked the arm ex-
tension as the reference as they said, “The hybrid condition is
my favorite because I can see a clear cut of her and her arm,
and I know where she is about to touch,” “The video was de-
cent, and you can see where your partner was writing and the
part he was pointing.” The negative feedback included “It is
hard to tell where my partner was looking at horizontally”
and “The extended arm sometimes made me distracted espe-
cially when the hand moves fast.”

For the Mirror condition, the subjects enjoyed the fluid expe-
rience, especially for rapid interactions such as brainstorm-
ing and collaborations - “I definitely like the Mirror condi-
tion for the collaboration purpose, I was standing right with
the partner and interacting closely,” “It feels like both of us
were physically there,” “It was easy to see where my partner
was looking and pointing and it was a little more precise.”
Not surprisingly, the subjects did not like the video quality -
“I did not like the video quality in the Mirror, I really want
to see where my partner’s eyes were going.” Also, some par-
ticipants were concerned about the overlapping of the remote
user and the writing, “My partner’s body was blocked by what
we drew on the board.” Actually, the overlapping causes dif-
ficulty seeing the writing if participant’s outer clothes and the
writing are same color.

For the Tilt condition, subjects felt that it was natural and
realistic especially for the teaching scenarios - “I like the Tilt
board so much because it is more realistic, we normally work
on one side of the board,” “It was more natural especially
for teaching or presentation.” However, some subjects were
concerned that the perspective introduces imprecision as they
commented - “Compared to the Mirror, the Tilt board was
more imprecise to see where my partner was pointing and
where she was going to select,” “Because of the perspective,
the shapes look skewed as it should not be, and it made more
difficulty to mentally register which shapes they were.”

Finally, the subjects discussed their preferences based on ap-
plications. In general, the subjects preferred the Hybrid and
Tilt board conditions for teaching and presentation, while pre-
ferring the Mirror for close interaction and collaborations.
(e.g. brainstorming).

DISCUSSION
We now summarize what we learned from the study. First,
participants quickly got used to the ImmerseBoard and pre-

Figure 13. Questionnaire: Ranking Results.

ferred the three immersive conditions (Hybrid, Mirror, Tilt)
over the Video condition since the immersive conditions pro-
vided them better ability to estimate their remote partners’
eye gaze direction, gesture direction, and intention, making
the remote collaboration more natural. Second, the partic-
ipants enjoyed the 3D immersion (Mirror and Tilt) as it is
more natural and realistic, and would show even more pref-
erence if the video quality were improved. Third, it is impor-
tant to provide different conditions for participants to choose
from, as they have diverse preferences and their preferences
are also task-dependent. Finally, the participants felt the setup
or form factor is so simple that they could envision using it in
their office or home.

CONCLUSION AND FUTURE WORK
We introduced ImmerseBoard, which combines a large touch
display with an RGBD camera to give remote collaborators an
immersive experience as if they were writing side by side on
a physical whiteboard or mirror. In addition to designing and
implementing the system, we conducted a detailed user study
involving 32 subjects performing several tasks. The tasks in-
cluded a teaching task, as well as tasks to assess awareness of
eye gaze direction and gestural attention/intention, all reflect-
ing important aspects of real-world collaboration. Subjects
were quantitatively better at estimating their remote partners’
gesture direction and intention, and level of agreement, which
translated qualitatively into a heightened sense of being to-
gether and a more enjoyable experience. However, the results
also revealed limitations due to the 3D image quality from
Kinect. In the future, we plan to improve the ImmerseBoard
in several directions. First and foremost, we will improve the
image quality by using high resolution sensors on both sides
of the PPI screen. In addition, we will apply human body
models for 3D reconstruction. We also plan to investigate the
integration of three conditions (Hybrid, Mirror and Tilt) to
provide the best experience for users based on applications
and user’s preference.
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