Abstract—This paper presents a novel method for depth completion, which leverages multi-view improved monitored distillation to generate more precise depth maps. Our approach builds upon the state-of-the-art ensemble distillation method, in which we introduce a stereo-based model as a teacher model to improve the accuracy of the student model for depth completion. By minimizing the reconstruction error for a given image during ensemble distillation, we can avoid learning inherent error modes of completion-based teachers. To provide self-supervised information, we also employ multi-view depth consistency and multi-scale minimum reprojection. These techniques utilize existing structural constraints to yield supervised signals for student model training, without requiring costly ground truth depth information. Our extensive experimental evaluation demonstrates that our proposed method significantly improves the accuracy of the baseline monitored distillation method.

I. INTRODUCTION

Scene depth perception has found numerous applications in fields such as automatic driving, robotics, and augmented reality [1, 2, 3]. Various sensors, such as LiDAR, RGB-D and stereo cameras, can provide scene depth information [1, 4, 5]. However, these sensors have several limitations, including high costs, limited measurement distance, and high power consumption. In recent years, there has been an increasing focus on learning-based depth estimation, which has led to the development of many efficient and accurate technologies [4, 6, 7]. One of the most popular research directions in deep learning is depth completion, which aims to estimate dense pixel-wise depth from an extremely sparse map obtained by a depth sensor [8, 9].

Deep learning-based methods for depth completion have shown remarkable performance and led to a development trend in recent years. Prior works have used convolutional networks [10] or simple auto-encoders [11] trained on a dataset of images and corresponding sparse depths to complete missing depth information. A traditional method in this category is to use dual encoders to extract detailed features from an RGB image and its corresponding sparse depth map and then fuse them using a decoder [12, 13]. Recent research on depth completion tends to use more complex network architectures and learning strategies. In addition to feature fusion from images and sparse depth, researchers have begun to introduce surface normal [14], affinity matrix [15], residual depth maps [16], and other techniques into their methodologies. To deal with the lack of supervised pixels, some researchers have focused on knowledge distillation [17], multi-view geometric constraints [18, 19], and adversarial regularization [20]. For example, in [21], a blind ensemble distillation of teacher models was used to generate a distilled depth map with minimum reconstruction error and a confidence map, which can be used to train more accurate student models by selectively learning the best pixel-wise depth estimation from the ensemble and avoiding learning the teachers' error modes.

When the procedure of assembling teachers' results yields high photometric reprojection errors, the student can only rely on unsupervised losses to obtain the correct model parameters. To resolve this, a novel stereo-based teacher is introduced to provide supervised signals for the student's training. Additionally, the method leverages multi-view depth consistency between time-sequential frames to further enhance the student's model convergence. The training process is improved by incorporating multi-scale minimum reprojection among decoder layers. Experimental evaluations on the KITTI benchmark dataset demonstrate the effectiveness of the proposed method, which outperforms state-of-the-art depth completion methods across four metrics.

II. RELATED WORKS

A. Learning-Based Stereo Estimation

Stereo estimation algorithms commonly rely on computing the similarity between corresponding pixels in a calibrated stereo image pair to infer depth information. This process allows for a 1-D search to estimate the disparity, or scaled inverse depth, between the two images. In recent years, learning-based approaches have become popular for stereo estimation, which typically involves four key steps: matching cost computation, cost aggregation, optimization, and disparity refinement.

Traditionally, stereo estimation studies have focused on computing the matching cost using convolution layers and then refining the disparity result using semi-global matching (SGM) [22]. However, more recently, end-to-end networks have been developed that can predict whole disparity results without the need for an explicit feature-matching module or post-processing [23, 24]. For example, PSM-Net [25] proposed an end-to-end deep learning framework for its stereo
matching that does not require post-processing. It introduced a pyramid pooling module into the image features, which further incorporates global context information to improve feature extraction accuracy. In our work, we utilize a stereo-based learning model to enhance the accuracy of supervised information during monitored knowledge distillation.

B. Unsupervised Depth Completion

Typical supervised depth completion methods require ground truth information as supervised signals for model training, which can be difficult to obtain. On the other hand, unsupervised depth completion methods use inherent structure cues related to the pose between adjacent images to improve model accuracy during training. Most of these methods focus on minimizing photometric errors between input images and their corresponding synthetic images reconstructed from different views, or the difference between the estimation and sparse depth, by designing suitable losses [12, 18, 19]. Other researchers have used synthetic data to learn priors on the shapes populating a scene [26, 27].

However, the accuracy of structure information is crucial for achieving better depth completion accuracy during training. To address this, we propose using multi-view depth consistency to supervise the model training, which not only enhances the depth completion accuracy but also improves the accuracy of structure information during training.

C. Knowledge Distillation

Knowledge distillation is a method that utilizes a simpler student model to learn from a larger, more complex teacher model under teacher's supervision. This method has been applied to depth estimation with effective results in recent research [28, 29]. For example, [1] used cycle inconsistency and knowledge distillation for unsupervised monocular depth estimation, where the student network is a part of the teacher network. Additionally, [21] leveraged ensemble learning to adaptively select the best pixel-wise depth result from each teacher model and avoid learning error modes from these models.

In this paper, we draw inspiration from [18, 21] and propose the use of multi-scale minimum reprojection to further enhance the accuracy of monitored distillation for depth completion without requiring additional inputs.

III. PROPOSED METHOD

A. Overview

This work focuses on the problem of obtaining a dense depth map of a scene from a single image and its corresponding sparse depth map. To address this problem, we propose a depth completion function that takes as input an RGB image $I_i$, its sparse depth map $z_I$, and the corresponding camera intrinsics $K_i$ and outputs a dense depth map $d_i$. The function aims to learn the underlying mapping between the input and output data by leveraging the inherent structure cues present in the scene.

$$d_i := f(I_i, z_i, K_i) \in \mathbb{R}^{H \times W}$$ (1)

During the training phase, we assume access to a set of synchronized image-depth pairs $\{I_i, z_i\}$, where $I_i$ corresponds to a set of temporally adjacent images $[I_{i-1}, I_i, I_{i+1}]$, and $z_i$ denotes the corresponding sparse depth map for each image. In addition, we have access to the corresponding image $I_i$ that is registered with image $I_i$, which enables us to use stereo-based depth estimation techniques. Furthermore, we assume that a set of $N$ teacher depth outputs $\{d'_i\}$, $i \in N$ related to image $I_i$ is available from publicly pre-trained models. During training, we input synchronized pairs of images and sparse depth maps into the student model, which outputs a set of dense depth maps $\{d_i\}$, where $i$ corresponds to the temporal index of the input image, i.e., $i \in [t-1, t, t+1]$. The student model employs the depth completion function described in equation (1) to generate the dense depth maps. Meanwhile, we generate reconstructed images $I'_i$ corresponding to $I_i$ by applying an image warping function.
\[ I^l = f_s(L^l d^l) \]  

(2)

The photometric reprojection error between \( I_t \) and \( I^l \) is utilized to generate a set of error maps \( E^l \). Then, these error maps can be used to validate the correctness of teacher outputs \( \{d^l_i\} \). By selecting the best pixel-wise values with the highest confidence from \( \{d^l_i\} \) adaptively, we can construct the distilled depth \( d^l \) from these error maps. After that, we update the distilled depth by comparing the confidence of depth values with stereo outputs \( d_s \) from stereo-based depth model estimation.

During the training phase, we incorporate multi-view depth consistency by utilizing the depths from adjacent frames \( \{d_{t-1}, d_t, d_{t+1}\} \) to supervise the student model. This approach helps to improve both the accuracy of depth completion and structure information simultaneously. Furthermore, we introduce the multi-scale minimum reprojection to enhance the monitored distillation for depth completion accuracy without requiring any additional inputs.

**B. Stereo Constraint Supervision**

In the monitored distillation module, we leverage depth completion models as teachers for depth distillation, as proposed in [21]. To further enhance the accuracy of distilled depth in knowledge distillation, we incorporate a stereo-based end-to-end depth estimation model [25]. This model takes in a pair of left-right RGB images and outputs a dense depth map \( d_s \) by minimizing an energy function in equation (3) to obtain a disparity map \( D \).

\[ E(D) = \sum C(x,d_s) \]  

(3)

Here, \( C(x,d_s) \) represents the matching cost of pixel \( x = (i,j) \) in the left image with its corresponding pixel \( y = (i,j - d_s) \) in the right image, where \( d = D(x) \) is the disparity at pixel \( x \). As stereo-based methods use unique feature extraction and fusion using rich texture information from both left and right images, they can often produce more accurate depth values than depth completion methods, especially for scene details. Figure 2 shows that the depth output from the stereo-based method is smoother than that from the depth completion method. Therefore, we leverage the stereo outputs \( d_s \) to update the distilled depth \( d^l \) through comparing the confidence of depth values.

\[ d^l = d^l \text{ if } E(l) < E^l \]  

(4)

**C. Multi-view Depth Consistency**

Many existing depth estimation methods do not take into account the depth consistency between all adjacent views. In our proposed approach, we aim to incorporate this information by inputting both the current image and its all adjacent images into the student model during training. This results in the generation of the corresponding depth outputs \( \{d_i\}, i \in [t-1, t, t+1] \). These depth outputs are then used to reconstruct their corresponding adjacent views through the warping function. To further improve the accuracy of our approach, we construct photometric and structure loss functions that calculate the errors between all reconstructed adjacent images.

\[ L_{\text{photometric}} = \sum |(L_t - L_{y\theta})| \]  

(5)

\[ L_{\text{structure}} = \sum (1 - \psi(L_t, L_y)) \]  

(6)

Here, \( x, y \in \{t-1, t, t+1\} \), \( x \neq y \) and \( \psi \) represents structural similarity index distance, SSIM. Due to the fact that student network and pose network are responsible for the errors, the errors can be supervision information to supervise model training for better accuracy of depth completion. This is particularly useful when the monitored teacher distillation results in undesirable depth output with low confidence values [21]. Furthermore, the photometric and structure loss functions used for calculating these errors can also improve the accuracy of structure information during training.

**D. Multi-scale Minimum Reprojection**

Inspired by techniques for improving depth quality [18], we incorporate multi-scale reprojection supervision into the loss function during depth model training. The approach involves upsampling the lower resolution depth outputs, which are the intermediate outputs, to match the input image resolution. Based on equations (2), (5) and (6), we then calculate the photometric and structure error between the upsampled depth outputs and the highest resolution views. This process is depicted in Figure 3. This method is similar to matching patches, meaning low-resolution disparity values are responsible for reconstructing certain blocks of pixels in the highest resolution image directly. This approach helps each scale resolution layer converge towards accurately reconstructing the highest resolution target image, improving the overall quality of the depth output.

In order to reduce the influence of occluded pixels, which may cause high photometric error in multi-view feature matching, we introduce the minimum operation into the photometric and structure loss over all adjacent images. This operation is applied to the per-pixel photometric and structure loss, as defined in equations (5) and (6), to obtain the final loss functions given by equations (7) and (8), respectively. The minimum operation selects the smallest loss value among the adjacent views for each pixel, which helps to avoid the negative influence of occlusion on the loss calculation and thus improves the accuracy of the depth estimation.

\[ L_{\text{photometric}} = \sum \min_{\text{per-pixel}} |L_t - L_{y\theta}|. \]  

(7)

\[ L_{\text{structure}} = \sum (1 - \min_{\text{per-pixel}} \psi(L_t, L_y)) \]  

(8)
IV. EXPERIMENTS

We evaluate the performance of our proposed method using publicly available benchmarks and compare it with previously published methods. Our experiments are conducted without access to ground truth during the training phase.

A. Experimental Setup and Benchmark

We conduct experiments on the large-outdoor KITTI driving datasets, which comprise approximately 86,000 raw 1242x375 image frames and their corresponding synchronized sparse depth maps. These images were captured using two video cameras and a LiDAR sensor, with the valid area of sparse depth covering only about 5% of the image space. To validate our approach, we use 1,000 designated samples and their corresponding ground truth depths, along with semi-dense data.

![Figure 3. Multi-scale photometric reprojection.](image)

For our distillation models, we adopt the approach of [21] and use PENet [30], MSG_CHN [31], ENet [30], and NLSPN [32] as depth completion teacher ensembles. Additionally, we introduce PSMNet [25] as a stereo-based depth estimation teacher to further improve our distillation method. We evaluate the performance of our proposed method quantitatively using several metrics commonly used in previous works [21], as presented in Table 1. Here, we define $P$ as the total number of pixels in the test maps and $d_e$ and $d_{gt}$ as the estimated depth and ground truth depth, respectively.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>$(\sum</td>
</tr>
<tr>
<td>RMSE</td>
<td>$(\sum (d_e - d_{gt})^2) / P^{1/2}$</td>
</tr>
<tr>
<td>iMAE</td>
<td>$(\sum</td>
</tr>
<tr>
<td>iRMSE</td>
<td>$(\sum</td>
</tr>
</tbody>
</table>

B. Baselines for Ablation

To perform the ablation study presented in results, we compare our proposed method with the following baselines.

Stereo-based learning (SL): A stereo-based model is introduced into the basic framework, referred to as Baseline, proposed in [21]. The stereo outputs $d_i$ from the stereo-based depth model estimation are used to optimize the distilled depth $d_d$.

Multi-view Depth Consistency (MC): Based on the basic framework, multi-view adjacent images and their corresponding sparse maps are input into the student model.

The model outputs the corresponding depth outputs $\{d_i\}, i \in [t-1, t, t+1]$, which are used to construct the photometric loss.

Multi-scale Minimum Reprojection (MR): Multi-scale reprojection supervision is introduced into the loss function during depth model training with the per-pixel minimum operation.

Our proposed method (Ours): The proposed method combines stereo-based learning (SL), multi-view depth consistency (MC), and multi-scale minimum reprojection (MR) in the basic framework simultaneously.

We perform a comprehensive analysis of each baseline method to determine the contribution of each component to the overall performance of the proposed method.

C. Results

To demonstrate the effectiveness of our proposed method, we perform an ablation study on the KITTI dataset and report the results in Table 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>223.021</td>
<td>808.190</td>
<td>0.953</td>
<td>2.300</td>
</tr>
<tr>
<td>MR</td>
<td>224.588</td>
<td>816.997</td>
<td>0.943</td>
<td>2.269</td>
</tr>
<tr>
<td>MC</td>
<td>222.715</td>
<td>810.013</td>
<td>0.955</td>
<td>2.286</td>
</tr>
<tr>
<td>SL</td>
<td>222.177</td>
<td>806.855</td>
<td>0.949</td>
<td>2.280</td>
</tr>
<tr>
<td>Ours</td>
<td>221.897</td>
<td>807.063</td>
<td>0.952</td>
<td>2.270</td>
</tr>
</tbody>
</table>

In Table 2, it can be observed that the sub-module methods proposed in this work achieve at least two better metric values than the baseline method, which was trained using the KITTI dataset. Furthermore, the method of incorporating a stereo-based learning model outperforms the baseline method in all four metrics. Figure 4 presents the distribution of the teacher models that are used to construct the distilled depth. The figure shows that the stereo-based learning teacher model contributes to improving the depth accuracy of a significant percentage of pixels, by around 10%. Our proposed method, which incorporates all three sub-module methods, outperforms the baseline method across all metrics and results in significant improvement in the depth maps, as demonstrated in the qualitative comparisons on KITTI.

In Table 3, we present a comparison with several state-of-the-art works, considering both unsupervised learning-based, including AdaFrame, SynthProj, ScaffNet and KBNet, and supervised learning-based, such as SS-S2D, DeepLiDAR, ENet, PENet and NLSPN methods. Our proposed method outperforms all unsupervised learning-based methods in all four metrics. Moreover, in Table 4, our method shows great performance among supervised learning-based methods, even outperforming SS-S2D and DeepLiDAR. These results highlight the effectiveness of our proposed method for depth completion and its potential to improve upon existing state-of-the-art methods.

In Fig. 5, we can observe that our proposed method yields depth maps with improved details compared to the baseline method. Specifically, our method effectively improves the
accuracy of depth estimation for various objects such as cars, poles, road lamps, and others. This suggests that our proposed method is capable of capturing more subtle details in the scene and generating more accurate depth maps.

Table 3. Unsupervised method comparisons.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdaFrame</td>
<td>291.620</td>
<td>1125.670</td>
<td>1.160</td>
<td>3.320</td>
</tr>
<tr>
<td>SynthProj</td>
<td>280.420</td>
<td>1095.260</td>
<td>1.190</td>
<td>3.530</td>
</tr>
<tr>
<td>ScafNet</td>
<td>280.760</td>
<td>1121.930</td>
<td>1.150</td>
<td>3.300</td>
</tr>
<tr>
<td>KBNet</td>
<td>256.760</td>
<td>1069.470</td>
<td>1.020</td>
<td>2.950</td>
</tr>
<tr>
<td>Ours</td>
<td>221.897</td>
<td>807.063</td>
<td>0.952</td>
<td>2.270</td>
</tr>
</tbody>
</table>

Table 4. Supervised method comparisons.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>iMAE</th>
<th>iRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SS-S2D</td>
<td>249.950</td>
<td>814.730</td>
<td>1.210</td>
<td>2.800</td>
</tr>
<tr>
<td>DeepLiDAR</td>
<td>226.500</td>
<td>758.380</td>
<td>1.150</td>
<td>2.560</td>
</tr>
<tr>
<td>Ours</td>
<td>221.897</td>
<td>807.063</td>
<td>0.952</td>
<td>2.270</td>
</tr>
<tr>
<td>ENet</td>
<td>216.260</td>
<td>741.300</td>
<td>0.950</td>
<td>2.140</td>
</tr>
<tr>
<td>PENet</td>
<td>210.550</td>
<td>730.080</td>
<td>0.940</td>
<td>2.170</td>
</tr>
<tr>
<td>NLSPN</td>
<td>199.590</td>
<td>741.680</td>
<td>0.840</td>
<td>1.990</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The paper proposes a novel depth completion method based on multi-view improved monitored distillation, which generates more accurate depth maps. The method utilizes a publicly available stereo-based model as a teacher model to improve the accuracy of the ensemble distillation. In addition, the proposed method leverages multi-view depth consistency and multi-scale minimum reprojection to provide self-supervised information, which further enhances the accuracy of the depth maps. The advantage of the proposed method is that it takes advantage of existing structure constraints to yield supervised signals for student model training without the need for ground truth information. The experimental results show that the proposed method effectively improves the accuracy of the baseline method of monitored distillation, with a reduction in MAE from 223.021 to 221.897, RMSE from 808.190 to 807.063, iMAE from 0.953 to 0.952, and iRMSE from 2.300 to 2.270. However, the proposed method has limitations in handling some scenes such as high reflectivity, rapidly changing lighting conditions, and transparent objects. These limitations can be addressed in future research.
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