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Evaluating the Effects of Virtual Reality Environment Learning 
on Subsequent Robot Teleoperation in an Unfamiliar Building 

Karl Eisenträger , Judith Haubner , Jennifer Brade , Wolfgang Einhäuser , Alexandra Bendixen , 
Sven Winkler , Philipp Klimant , and Georg Jahn  

Abstract— Using a map in an unfamiliar environment requires identifying correspondences between elements of the map’s allocentric 
representation and elements in egocentric views. Aligning the map with the environment can be challenging. Virtual reality (VR) allows 
learning about unfamiliar environments in a sequence of egocentric views that correspond closely to the perspectives and views that 
are experienced in the actual environment. We compared three methods to prepare for localization and navigation tasks performed 
by teleoperating a robot in an office building: studying a floor plan of the building and two forms of VR exploration. One group of 
participants studied a building plan, a second group explored a faithful VR reconstruction of the building from a normal-sized avatar’s 
perspective, and a third group explored the VR from a giant-sized avatar’s perspective. All methods contained marked checkpoints. 
The subsequent tasks were identical for all groups. The self-localization task required indication of the approximate location of the 
robot in the environment. The navigation task required navigation between checkpoints. Participants took less time to learn with the 
giant VR perspective and with the floorplan than with the normal VR perspective. Both VR learning methods significantly outperformed 
the floorplan in the orientation task. Navigation was performed quicker after learning in the giant perspective compared to the normal 
perspective and the building plan. We conclude that the normal perspective and especially the giant perspective in VR are viable 
options for preparing for teleoperation in unfamiliar environments when a virtual model of the environment is available. 
Index Terms— Human computer interaction (HCI), human-centered computing, virtual reality, human factors, teleoperation, robot, 
virtual reality 

1 INTRODUCTION 
Virtual reality (VR) has seen a stellar rise in recent years due to 
advances in technology and its affordability [1]. While VR has turned 
into a consumer product, it is at the same time deployed to an 
increasing variety of industries, and research on – and with – VR has 
continuously been increasing. The malleability of VR renders it a 
useful tool in entertainment, industry, education, and research. Owing 
to its adaptability with regards to scale and richness in detail and to 
the possibility to form abstractions of the object of interest, VR has 
been used to visually explore many kinds of environments and abstract 
objects, such as subatomic particles or time-series data [2–4]. 

1.1 Research gap: VR for subsequent teleoperation 
Abstractions and metaphors can be employed in VR to visualize 
everyday topics. For navigating actual spaces, technological 
advancement has largely replaced paper maps by digital maps. Such 
digital maps often feature wayfinding algorithms, can be changed in 
scale and may include additional information about the area of interest 
[5]. Moreover, they enable zooming and blending visualization 
techniques, which allow the user to virtually “visit” the whole world 
in VR [6]. This leads us to expect that the use of VR as a tool to aid 
everyday navigation and orientation will increase. This raises the 
question whether studying an unfamiliar environment through VR 

improves navigation and orientation compared to studying a classical 
map, especially if neither map nor VR are accessed while actually 
operating in the environment. In the present study, we tested whether 
training with VR better supports subsequent tele-controlled navigation 
through a building floor and orientation in it compared to the use of a 
map, and whether there are differences between different VR 
approaches. Although training navigation through specific 
environments is highly relevant for teleoperation (cf. section 1.2) and 
the role of various VR perspectives has been tested in other contexts 
(sections 2.2, 2.3), including during teleoperation, the critical direct 
comparison to the "vintage” approach of map usage has so far been 
lacking.  

1.2 Challenges of teleoperation 
Navigating through and orienting in unfamiliar environments can be a 
particular challenge when users are not physically present themselves, 
but instead remotely operate a robot from a distance. The use of such 
“telerobots” is favored in certain situations, in particular if the 
operating environment is dangerous or impractical [7, 8]. Impractical 
in that context can mean inaccessibility for humans (e.g., outer space, 
deep sea, radiation-contaminated areas), lack of economic viability, or 
harmful environmental impact (e.g., requiring long-distance travel of 
specialists). Ranging from the use in the COVID-19 pandemic [9], 
search and rescue missions, the use in terrestrial mining, in the 
military, and in space, many use cases for telerobots have been 
described [10]. The remote control of robots requires spatial 
knowledge about the environment that the robot is moved through and 
knowledge about the physicality of the robot that is being controlled 
[11]. The quality of the connection and in particular its latency, the 
richness of the (visual) feedback, the familiarity of the operator with 
the environment as well as with the robot all influence the ability to 
orient and navigate the robot [12, 13]. The potential benefits of 
teleoperation (increased safety, reduced travel time and expenses [9, 
10, 14]) and its increasing availability demand the development of 
efficient protocols to familiarize operators with remote environments. 
VR is a promising candidate for this task because of its increasing 
affordability and capabilities to communicate spatial information. 
Meanwhile there are efforts to cost-effectively produce virtual models 
of buildings [15–17]. All the necessary components for effective use 
of VR to prepare teleoperation in remote environments are available 
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already and are likely to experience growth in use. Hence, we used a 
teleoperation task as our application scenario for testing how different 
types of VR-based learning compare to map-based learning of an 
unfamiliar environment. 

1.3 Test setting 
The unknown and remote environment we used for testing the 
feasibility of VR as a preparation tool, was a floor in a university 
campus building that had been faithfully reconstructed in the context 
of earlier work on gaze allocation in VR [18]. With its variety of 
corridors and more open spaces, we consider it representative of a 
large class of buildings. We employed two different VR methods, one 
with the user’s avatar taking the perspective of the robot that was later 
going to be teleoperated, the other with a giant-sized avatar. As 
reference, we used the standard method for communicating the layout 
of a building floor – the floor plan as a 2D map. After training with 
exactly one of these methods, all participants performed the same 
orientation and navigation tasks by operating an actual telerobot 
remotely through the environment. 

2 RELATED WORK 
Performance in many spatial tasks is impaired in synthetic, mediated 
environments such as VR compared to the real world (e.g.,[19]). Prior 
work has identified orientation and navigation as key challenges when 
operating a telerobot [12, 13]. VR has been suggested as a direct 
control mechanism to operate telerobots [20–25]. Our present study in 
turn focuses on environment learning in VR for subsequent 
teleoperation in the real environment. In everyday life, humans rarely 
experience discontinuity when it comes to where they are in space. 
When initiating the teleoperation, in contrast, the operator must gauge 
the approximate location of the robot in the remote environment to be 
able to effectively navigate and operate. We will refer to this demand 
as initial orientation. Navigational orientation and initial orientation 
are both needed for successful use of a telerobot. In one study it was 
observed that switching perspectives from learning to testing resulted 
in costs and that recognition performance was enhanced if the 
egocentric orientation was the same in test and learning, but only if 
the perspectives matched [26]. This corresponds to the more general 
finding in studies examining environment learning that performance 
is better when the learning perspective matches the test perspective 
[26–29]. 

2.1 Environment learning 
Environment learning is a process in which humans encode spatial 
information regarding relationships of locations within an 
environment [5]. This learning can take place through a survey 
perspective (top-down view, learning from maps) or from within the 
environment or with both combined [30]. The resulting mental 
representations differ between the learning methods [31, 32]. Learning 
with maps provides an advantage for estimating global spatial 
relations and straight-line distances between locations, whereas 
learning by navigating inside the environment benefits assessing self-
to-landmark spatial relations [30]. Thus, the utility of survey 
perspectives depends on the demands of the chosen navigation tasks. 
For instance, one study investigated the learning of an unfamiliar 
campus building by a map versus navigating within the building and 
found that map learning benefitted survey knowledge, whereas 
navigation learning led to better performance on navigation tasks 
assessing route knowledge [33]. Another study comparing four groups 
learning a virtual environment (2D) through videos of a simulated 
journey - in a survey perspective that resembled an aerial perspective, 
a first-person perspective, both perspectives combined, or no video at 
all - concluded that the survey perspective supported navigation on 
unexpected detours and far-space navigation better than the first-
person perspective [34]. The first-person perspective in this case 
supported only a restricted range of local navigation. The “survey” 
conditions in these two studies differed considerably: The map used 
to show the campus building in [31] was abstract, monochrome and 

only featured the raw layout of the building floor and the names of the 
rooms therein. The survey view employed in the video of the 
simulated journey in [34] on the other hand, was not abstract (“just” a 
shift in perspective), multicolored, featured the names of locations as 
well, and was a video instead of a static image [34]. To directly 
compare a map and an elevated perspective for survey, we here studied 
these different methods of environment learning with tasks that were 
identical for all learning conditions. 

VR can lead to enhanced performance and affords new ways in 
which machines can be teleoperated [20–25]. One study allowed the 
user to control an unmanned aerial vehicle and an unmanned ground 
vehicle at the same time as control of the vehicles was 
semiautonomous [20]. The two vehicles reconstructed their 
surroundings as VR and streamed a VR model to the user. The user 
could take on different perspectives in the streamed VR and shrink or 
enlarge their avatar similar to multiscale virtual locomotion [35]. A 
related paper proposed VR prototyping-based path planning for 
unmanned aerial vehicles for the inspection of building exteriors [36]. 
In the process a virtual model was uploaded into a VR environment, 
and via an unmanned aerial vehicle simulator plugin (allowing for a 
first-person view and a third-person view onto the drone), an expert 
would repeatedly maneuver a drone until satisfaction with one of the 
flight paths was reached. In contrast to studies using VR for active 
operation, semi-autonomous operation, or prototyping-based path 
planning, our present study focuses on environment learning in VR for 
subsequent active teleoperation in the real environment. 

2.2 Giant Virtual Reality (GVR) 
Argelaguet and Maignant used the acronym “GiAnt” (Giant/Ant) to 
describe a multi-scale navigation technique to explore virtual 
environments [37]. The technique automatically adjusts the scale 
factor of the virtual environment according to the perceived navigation 
speed of the user (giant perspective for fast navigation). Around the 
same time the team of Google Earth VR presented their take on 
perspective and navigational mode, which had similar mechanics to 
“GiAnt” and scales the users’ avatar size while flying according to 
their eye level in the scene [6]. Drastically changing the avatar size to 
convey the feeling of standing on the ground was presumed to reduce 
cybersickness and fear of heights experienced by users. This would 
allow the user to change their perspective freely in terms of height 
while the automatic adjustment of avatar size would evoke the sense 
of looking at a miniature world rather than looking from far away onto 
the world. This is achieved by adjusting the vergence angle: While 
increasing the avatar size, the modeled eye distance is increased as 
well, providing a larger vergence angle [6]. A study investigating 
different methods to enable users to rapidly explore virtual 
environments included “Ground-Level Scaling”, “Eye-Level 
Scaling”, and “Seven-League Boots” [38]. “Ground-Level Scaling” 
describes the enlargement of the player avatar from ground level. With 
“Eye-Level Scaling” the avatar's size is also increased but the level of 
the eye height is maintained at the height of a normal-sized avatar, 
thereby the eye-level is maintained but the perspective is changed 
through the increased vergence angle, and the movement speed is 
increased linear to the increase in avatar size. Both enlargement 
methods result in a speed gain linear to the gain in size as well as in a 
linear increase in modeled eye distance and thereby in the perception 
of the virtual environment as a miniature. The “Seven-League Boots” 
simply amplified the user’s movement. For the exploration task, 
participants preferred “Ground-Level Scaling” over the other two 
methods; this method also resulted in higher scores of embodiment 
and allowed the users to maintain positional accuracy and control even 
at high speed gains [38]. Another study explored a navigation 
technique that switched between a giant-sized and a normal-sized 
avatar and compared it to teleportation in their ability to enable fast 
traveling and seamless orientation in a videogame set-up [39]. The 
study found an increase in spatial orientation while avoiding 
cybersickness and maintaining presence, enjoyment, and competence. 
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2.3 Related VR perspectives 
The use of different VR perspectives to aid orientation in virtual 
spaces has been researched in a variety of contexts. One study 
primarily concerned with occlusion management in indoor spaces 
compared conventional view, map view, X-ray visualization and 
multiperspective visualization in regard to spatial awareness, depth 
perception, and performance metrics [40]. The multiperspective 
visualization is a continuous, non-redundant integration of samples 
from multiple viewpoints into one image that reduces occlusion. In 
two tasks that required the participants to find items/persons in two 
environments, the multiperspective visualization outperformed the 
other perspectives. Another study employed a perspective in virtual 
reality called “UrbanRama” -a cylindrical projection that integrates a 
navigational and a survey perspective in one view- and regarded 
“UrbanRama” to be comparable in effectiveness to aid navigation and 
orientation in virtual cities to bird’s-eye view and to a mini-map [41]. 
Presumably due to the relatively small number of participants (N = 10 
per group) only trends could be observed; these seemed to show an 
advantage of “UrbanRama” over the other two methods for seasoned 
VR users. In comparison to these perspectives, we regard GVR as a 
simpler approach that relies only on a change of scale and therefore 
might be more readily usable, understood, and implemented. 

2.4 Cybersickness 
Cybersickness describes a subtype of motion sickness that can be 
triggered when humans experience VR [42–44]. There are many 
factors influencing the likelihood and severity of cybersickness 
including the hardware used, content of the virtual scene, duration of 
the time spent in VR, and individual factors [43, 45]. Central 
symptoms of cybersickness are disorientation, nausea, and eye fatigue 
[42]. Because cybersickness is a very unpleasant experience, it may 
reduce the time humans spend in VR and thereby reduce the 
usefulness of VR. This fact, in line with general ethical considerations, 
commands reducing cybersickness as much as possible. 

3 OUR APPROACH AND HYPOTHESES 
We investigated how different methods of training influenced 
subsequent initial orientation and navigation in an unfamiliar 
environment. To this end, we pseudo-randomly assigned participants 
to three training groups. One group used a building plan (BP, Fig. 1A), 
the other two used VR. One of the VR groups took the perspective of 
a normal-sized avatar (NVR, Fig. 1B), the second VR group took the 
perspective of a giant-sized avatar (GVR, Fig. 1C). After this learning 
phase, all participants conducted the same spatial tasks with a 
teleoperated robot: initial orientation and navigation. We measured the 
time that participants decided to use for training, the correctness in the 
initial orientation task, and the time to complete the navigation task. 
In addition, we assessed the sense of direction for the participants of 
all groups and self-reported cybersickness for the two VR groups. 

For the training phase, we expected that the time taken for learning 
would be greater in the NVR condition than in the GVR condition as 
the GVR condition should allow for faster exploration and greater 
oversight of the VR environment [38, 46]. We expected the learning 
to be the shortest for the BP group as no navigation is necessary and 
the spatial information is abstract and can readily be accessed. We 
furthermore expected that there would be a lower cybersickness rating 
for the GVR group compared to the NVR group as a consequence of 
the expected difference in exposure times, while no extra burden is 
expected to arise due to the different perspective in GVR [6, 38, 42, 
46]. 

For the initial orientation task, we expected the NVR and GVR 
groups to show a better performance than the BP group because 
navigational learning is expected to benefit self-to-landmark spatial 
relationships [30]. Self-to-landmark spatial relationships are one 
important element of what we coined initial orientation (yet they do 
not reflect the aspect of discontinuity). We expected a benefit of NVR 
over GVR in terms of performance as its perspective was identical to 
the test perspective, which should support recognition [26–29]. 

For the navigation task, we expected that NVR and GVR would 
outperform BP because a similar study indicated that navigation 
would support route knowledge better than map studying [33]. We 

Fig. 1. (A) Building plan as used by the BP group (for the actual experiment, the legend was provided in German). (B) VR as seen by the NVR 
group. (C) VR as seen by the GVR group; note the checkpoint markers put on poles. (D) Double 3 interface as seen by all participants during the 
initial orientation and navigation tasks. (B)-(D) show views from approximately the same map location, which corresponds to a point on the upper 
right in the map of panel (A). 
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also expected an advantage of GVR over NVR as it employs a 
navigational and a survey perspective at the same time, which was 
found to benefit orientation in a range of earlier studies [34, 38, 46]. 

4 METHODS AND MATERIALS 

4.1 Participants and setting 
Sixty-six adults participated in the study, 22 in each of the three 
experimental conditions. All participants gave written informed 
consent. They had not been to the physics building of Chemnitz 
University of Technology nor did they possess any knowledge about 
its structure. Participation was compensated with money or study 
credits. Normal or corrected-to-normal vision was a further inclusion 
criterion for participation. Although this criterion was communicated 
clearly during recruitment, it became evident based on their responses 
in the demographic questionnaire that three participants (2 of the 
NVR, 1 of the BP group) did not meet this requirement. These were 
excluded from all analyses; the demographics of the included 
participants are shown in Tab. 1. The experiment was conducted 
simultaneously in two places – Chemnitz University of Technology 
and Humboldt University Berlin, which are located more than 100 
miles apart. Participants were in a lab on the university campus of 
Humboldt University Berlin where they were instructed and 
monitored throughout the experiment by the experimenter. At the 
same time another experimenter set up the robot for the two tasks at 
Chemnitz University of Technology. This created an actual 
teleoperation situation and ensured that the participants were indeed 
unfamiliar with the environment the telerobot operated in. 
 

Table 1. Demographic Information (Participants Included in the 
Analysis) 

 Gender Age VR experience (own 
VR equipment) 

BP 
(N = 21) 

13 men, 
8 women 

19-59 
(M = 31.52, 
SD = 10.73) 

8 (1) 

NVR 
(N = 20) 

4 men, 
16 women 

20-57 
(M = 31.35, 
SD = 9.68) 

8 (1) 

GVR 
(N = 22) 

7 men,  
16 women, 
1 non-binary 
person 

19-36 
(M = 28.7,  
SD = 4.7) 

6 (1) 

 

4.2 Learning scenarios 
There were three learning scenarios, one for each group - BP, NVR, 
and GVR. The BP represents the standard approach to environment 
learning, while NVR and GVR represent virtual alternatives to be 
compared to this standard. 

4.2.1 Hard– and software setup 
The computer used for all tasks was a ThinkPad Workstation (Intel i7 
processor, Nvidia Quadro RTX3000). The main screen used to display 
the questionnaires and the robot operational interface was a BENQ 
BL2780 with 27.2 inches diagonal. The IBM laptop screen was used 
in the orientation task to display the response options. An Oculus 
Quest 1 Head-Mounted Display (HMD) was used for the VR 
experience. For interaction the Oculus Quest 1 controllers were used. 

The VR scenario was handled in Unity 3D (version 2021.1.20f1) 
[47]. It consisted of a model of a building [18]. The model (Fig. 1B, 
and Fig. 1C) resembled in detail the architecture, furnishing 
(trashcans, printer, pallet truck, posters) and windows of the real 

building (Fig. 1D). In the virtual scene, four locations were 
highlighted with differently colored geometric 3D-forms. These 
geometric forms were referred to as checkpoints and served two 
purposes: First to mark a certain location and second to identify it 
(e.g., “green sphere”). 

The “XR Interaction Toolkit” from Unity was used to provide 
locomotion. Pitch, yaw, and roll movements were enabled for the 
HMD-tracking (3 degrees of freedom). The locomotion was set to 
continuous movement and could be triggered with the controllers. The 
joystick of the left controller could be used to move forwards, 
backwards, left, and right. The joystick of the right controller could be 
used for leftward and rightward turns.  

4.2.2 Normal virtual reality (NVR) 
The NVR learning scenario featured the environment to be learned. 
The camera height (119cm) and locomotion speed (3.6 km/h) were 
defined according to the properties of the teleoperated robot. The 
controllers as well as the ray interactive lines were not visible in VR 
(Fig. 1B). Besides moving in the environment no interactions were 
possible. There was no sound added to the experience. Doors could 
not be opened; elevators and staircases could not be accessed - 
effectively limiting the free movement to the corridors of the floor. 

4.2.3 Giant virtual reality (GVR) 
The GVR environment was based on the same model as the NVR 
environment. Everything but the user avatar was downsized by a 
factor of 5. Thereby the user effectively became a giant. The 
movement speed remained the same as for NVR, such that the user 
effectively moved five times faster relative to the building. The 
accessibility of the model remained the same. Some parts of the 
environment had to be changed to accommodate the new perspective. 
The ceiling of the first floor and everything above it was removed from 
the scene. These removed parts would have obscured the vision of the 
user. Parts of the model that were not relevant for the experiment and 
could be seen in GVR vs. NVR (e.g., adjunct rooms that were 
irrelevant for the experiment) were covered with black planes 
preventing distraction. To maximize the visibility of the checkpoints, 
they were put on poles with the same coloration and raised to eye-
height of the user (Fig. 1C). 

4.2.4 Building floor plan (BP) 
We used the pre-existing building plan which was accompanied by a 
legend (Fig. 1A). The corridors to be learned were highlighted and the 
room numbers were removed – as they were from the door signs in the 
VR conditions. The checkpoints were highlighted with colored arrows 
pointing towards their respective locations. The legend entailed the 
colored geometric forms. The building plan was presented on a screen 
at fixed size and resolution. 

4.3 Teleoperated robot 
The robot used for the orientation and navigation task was the Double 
3 [48] (Fig. 2). The Double 3 is a telepresence robot with a self-
balancing wheel, stereo vision depth sensors, ultrasonic range finders, 
wheel encoders, and an inertial measurement unit. The body frame is 
25cm x 33cm x 119-150cm (W x D x H). The height was set to the 
lowest possible setting (119cm) as the movement speed is highest at 
that setting. “Mixed Reality Settings” and “Obstacle Avoidance” were 
turned off. The former was turned off to avoid distortion of the camera 
stream. The latter was turned off as it incorrectly recognized light 
reflections on the floor as obstacles - thereby rendering effective 
navigation impossible when turned on. The screen brightness setting 
was on standard. The interface screen of the Double 3 shows the live 
stream of the cameras positioned on its “head”. Movement was 
controlled through either the “W”, “A”, “S”, and “D” keys or the 
arrow-keys on the keyboard. This was the main input control for 
operating the robot. The other function used for the navigation task 
was the screenshot function, which was triggered by clicking on an 
icon depicting a photo camera (Fig. 1D). No video or audio was 
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streamed to the robot. Audio from the robot to the participant was 
streamed to be able to react to an emergency. Between trials the 
Double 3 was moved to the starting position of the next task by the 
second experimenter. During the transfer its camera was covered, and 
the microphone turned off. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Double 3 in its lowest height (119cm) in one of the corridors used 
for the experiment seen from the back. 
 

4.4 Procedure and measures 
An overview of the procedure is depicted in Fig. 3.  

Initially, the participants gave written informed consent, signed the 
privacy agreement, filled out a questionnaire on demographic 
information (age, gender, eyesight, prior VR experience), and 
answered the Santa Barbara Sense of Direction Scale (SBSOD) [49].  

In the following segment, the participants learned to operate the 
telerobot in a secluded room such that the environment to be learned 
remained invisible. The exercise required them to navigate along a 
short route marked on the floor, take a picture of an A4 print of a 
checkpoint with the integrated screen-shot function, take a turn and 
steer back to the starting position. 

All groups were informed about the two tasks they would have to 
perform with the telerobot. For the VR groups, a brief familiarization 
session for the movement control in VR (in an unrelated VR 
environment) and a first Simulator Sickness Questionnaire (SSQ) [50] 
assessment was added before the learning. Subsequently, all 
participants were instructed to learn the environment with their 
respective methods (BP, NVR, GVR) until they felt confident and 
prepared. The goal of the learning was to be able to recognize the 
locations without the checkpoint markers, and to be able to navigate 
between them. The learning itself was free and had no time constraint 
- but the utilized time was captured. The VR groups were again 
assessed with the SSQ after the learning for a post measurement. 
Whenever a participant experienced discomfort after the VR 
experience, we offered water, chewing gum, and dextrose as well as a 
break to counteract the effects of potential cybersickness. The break 
did not count as part of the learning time. In these occurrences, the 
experimenter also explicitly reminded the participant that they could 
abort the experiment at any time without any repercussions. 

Thereafter, all groups were asked to perform the eight trials of the 
initial-orientation task. In preparation of the trials, the second 
experimenter at Chemnitz University of Technology moved the 
telerobot to the pre-planned locations, which were evenly distributed 

 
1 Although the task uses distance estimation we use the term 
“orientation task” to express that users have to orient themselves in 

in terms of closeness to the checkpoints and the telerobot’s initial 
alignment relative to the closest checkpoint. The participant had to 
answer which of the checkpoints was closest to the initial position of 
the telerobot in each trial1. Responses had to be indicated on a second 
screen, with the mouse cursor positioned in the middle of the response 
options at the beginning of each trial. A beeping sound indicated to 
the participant the start of the trial and revealed the telerobot video 
stream. To support orientation, the participants could move the 
telerobot freely. Each trial had a time limit of 60 seconds, with a 
countdown depicted on the second screen and a second beeping sound 
15 seconds before the end of each trial. If the question was not 
answered at the expiration of the time (60 seconds in), the trial was 
stopped. The time to respond and the response itself were captured; 
not responding within the time limit was counted as an incorrect 
response.  

The second task was a navigation task, which encompassed four 
trials. For this task the checkpoints were marked with colored A4 
prints of the geometric forms associated with them. The experimenter 
at Chemnitz University of Technology again moved the telerobot to 
the starting positions for each trial. The starting positions were right 
in front of the checkpoints with the camera pointing towards the 
checkpoint. The participants were then verbally instructed to navigate 
the telerobot to another preselected checkpoint on the shortest route. 
Upon revelation of the telerobot video stream, the participants were 
asked to take a screenshot and upon arriving at the target checkpoint 
to take another one. Participants were instructed to take the 
screenshots with the telerobot being right in front of the A4 prints. The 
timestamps of the screenshots were used to calculate the navigation 
time. 

At the end, the participants were asked to answer questions related 
to their experience, give feedback, describe strategies they used to 
solve their tasks, and indicate whether they had participated in similar 
experiments before. 

All procedures were determined by the applicable body (Ethics 
committee of the Faculty of Behavioral and Social Sciences of 
Chemnitz University of Technology) not to require in-depth ethics 
evaluation (V-332-15-GJ-Telepresence-13052019). 

Fig. 3. The procedure of the experiment. 

(i.e., have to get into) the novel situation; it is not meant in the sense 
of acquiring a particular orientation (i.e., heading). 
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5 RESULTS 
Although the assignment to groups was random, we first checked 
whether there were any differences evident in their sense of direction 
according to the SBSOD scale using its original formula [49]. We 
found average values of 4.49 (SD =1.01) for the BP group, 3.89 (SD 
= 1.18) for the NVR group and 4.21 (SD = 0.75) for the GVR group. 
As we have no evidence for a violation of normality of the distribution 
in any of the groups (Shapiro-Wilk test all p > .134) nor for a violation 
of variance homogeneity (F(2,61) = 2.63, p = .134, Levene’s test), we 
conducted a one-way analysis of variance (ANOVA) to assess group 
differences. We found no evidence that the SBSOD differed between 
the groups (F(2,61) = 1.90; p = .157). 

We assessed whether the subjective feeling of cybersickness 
changed differently for the two VR methods during the VR training. 
To this end, we computed the difference in SSQ between after and 
before the training (Fig. 4), where the SSQ computation followed the 
original definition [50]. For the distribution of differences, the 
assumption of normality was violated for the NVR (W = 0.89; p = 
.037, Shapiro-Wilk) and for the GVR group (W = 0.84; p =.012). 
Therefore, we carried out a non-parametric Mann-Whitney test to test 
whether there was evidence for a difference between the groups. We 
found no indication that the group affected the difference in SSQ total 
score between the pre- and post- assessment (U = 256; p = .369). 

Learning time evidently was not normally distributed for the BP 
group (Fig. 5). Therefore, we used the Kruskal-Wallis non-parametric 
test to test whether learning time depended on the group. We indeed 
found an effect of group (H(2) = 33.83, p <.001, η2 = .53, d = 2.13). 
A post-hoc Dunn's test indicated that the NVR group differed 
significantly from the GVR (p < .001) and the BP (p < .001) groups at 
a Bonferroni-corrected alpha level (corrected alpha = .05/3 = .017). 
We did not find a difference between BP and GVR (p =.519). 

 
 

 
 
Fig. 4. Boxplots for SSQ pre-, post- and difference score. Lower and 
upper bound of box indicate 25% and 75% quartile, respectively, 
horizontal line the median, whiskers extend only up to farthest data-
point present in the 1.5 interquartile range, values outside the whiskers 
are represented individually. 
 

 

 
Fig. 5. Boxplots of learning time in seconds for BP, NVR, and GVR. 

 
For the initial orientation task, we considered the number of correct 
responses over the eight trials, where timeouts, which accounted for 
6.35% of responses (11.31% BP; 5.63% NVR; 2.27% GVR), were 
counted as incorrect. We summed the correct responses per 
participant. Since – due to the discrete nature of the measure – a 
normal distribution cannot be expected, we used the Kruskal-Wallis 
non-parametric test to assess the effect of group. We found that the 
amount of correctly identified checkpoints in the orientation task 
differed significantly between groups (H(2) = 24.82, p < .001, η2 = 
.38, d = 1.567; Fig. 6). Post-hoc Dunn's tests indicated that the BP 
group differed significantly from the GVR group (p < .001) as well as 
from the NVR group (p = .007). The difference between the NVR and 
the GVR groups (p= .028), albeit significant at a .05 alpha level, does 
not reach significance when a Bonferroni correction for the three 
independent comparisons is applied and the alpha-level therefore 
adjusted to .017 (.05/3). 
 
 

 
 

Fig. 6. Boxplots of the number of correct responses in the initial 
orientation task for BP, NVR, and GVR. Here the median lines are 
colored red for visibility as they – due to the discrete nature of the 
variable – coincide with the 75% percentile (BP) and the 25% 
percentile (GVR), respectively. 

 
For the navigation task, we accumulated the time per trial to a total 
time (Fig. 7). As for the distribution of differences, the assumption of 
normality was violated for the NVR (W = 0.89; p = .032, Shapiro-
Wilk) and for the GVR group (W = 0.85; p = .004). We applied a 
Kruskal-Wallis test to assess whether the total navigation time 
depended on the group. We found an effect of group on total time 
(H(2) = 13.59, p <.001, η2 = .19, d = 0.98). Post-hoc Dunn's tests 
indicated that the GVR group differed significantly from the BP group 
(p < .006) and from the NVR group (p < .001) at a Bonferroni-
corrected alpha level of .017. We did not find a difference between BP 
and NVR (p = .460). 
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Fig. 7. Boxplots of total time in seconds used in the navigation task for 
BP, NVR, and GVR. 

 

6 DISCUSSION 
Our study compared two different kinds of perspectives in VR and the 
use of a building plan as preparation tools for orientation and 
navigation of a telerobot in an unfamiliar environment. 

6.1 Learning time 
Participants were instructed to decide themselves when to end the 
preparation (environment learning) phase as they felt ready for 
completing the teleoperation tasks. Despite substantial inter-
individual variability, we found a clear pattern in that participants 
spent more time in NVR than in either GVR or BP, which were about 
equal on average. This may indicate that GVR and BP constitute more 
time-efficient learning tools than NVR for an environment of our 
scale. Our finding is in accordance with other research concerned with 
VR interactions that take similar forms as our GVR [6, 38, 46]. Two 
properties of GVR likely contribute to this advantage over NVR: first, 
a larger part of the environment can be inspected at once; second, the 
user can explore the environment faster due to the increased speed 
relative to the building size (fast vs. slow translation speed in VR did 
not affect orientation in [51]. 

6.2 Cybersickness 
When systematically assessing cybersickness scores, we did not find 
evidence for an effect of group on the difference between SSQ scores 
before and after the VR experience. This is contrary to our initial 
expectation that the longer exposure time of the NVR compared to the 
GVR might result in higher SSQ scores. Most likely, any subtle 
increase in cybersickness saturates quickly after the onset of the VR 
experience, such that the exposure time plays only a minor role in our 
specific setting. It should be noted that in absolute terms the SSQ 
scores seem rather high at first glance [52]. However, this already 
applies to the pre-test scores that were recorded after a very brief 
familiarization phase. The most probable explanation for these high 
SSQ scores before any substantial VR exposure is that the experiments 
were conducted late in the evening (7pm+) to minimize the occupation 
of the building the robot was operated in. The values are well within 
a range reported as baseline values in a recent reassessment of the SSQ 
[53] and the assumption of a near zero-baseline - albeit probably 
reasonable in the aviation context the SSQ had originally been 
developed for - might be inappropriate for assessing cybersickness 
with head-mounted displays in the average population [50, 52]. This 
is in line with the observation by the experimenter who surveilled the 
participants throughout the experiment and in most cases saw no 
indication of cybersickness. Even in the few cases where some 
discomfort was reported by the participants, they were eager to 
continue with the main experiment after a short break and to see some 
further VR demos after the end of the experiment. In sum, it is 
exceedingly unlikely that the exposure to VR in the present context 
causes substantial amounts of cybersickness – at least for most 
individuals. Nonetheless, keeping the VR training protocol for 

navigation tasks as efficient as possible to minimize the needed VR 
exposure time for training will always be preferable. Comparing 
different VR methods, as we do herein, contributes to this overarching 
objective. 

6.3 Initial orientation 
For the initial orientation task, GVR and NVR both outperformed BP. 
This part of the result pattern was not surprising and in line with 
research indicating that similarity between the study perspective and 
the test perspective leads to better performance [26, 28]. Following the 
same line of argument, another part of the results of the initial 
orientation task was surprising, as GVR showed a trend to outperform 
NVR. NVR more closely resembled the testing perspective and at first 
glance we therefore expected it to be more effective at aiding initial 
orientation. This would also have been in line with previous research 
that found self-to-landmark orientation to be better when learning in 
the environment itself compared to learning with a map [30]. 
However, in our experiment, the input from the robot was already 
substantially different from both VR conditions (and from being in the 
environment itself) – for example, the video stream was two-
dimensional and presented on a screen compared to the 3D VR 
presented in an HMD. Maybe this difference in display already 
diminished the association that would benefit NVR to such an extent 
that other factors favoring GVR dominated the result pattern. In GVR, 
participants perceived the checkpoints and their surroundings at once 
due to their elevated perspective. This may have helped them to create 
a better integrated and more exhaustive mental representation of the 
checkpoints, their relative position, and their closest surroundings, 
especially as other clearly discernible landmarks were scarce in the 
specific environment. 

6.4 Navigation task 
The results of the navigation task were partly in line with our 
expectations. GVR outperformed both NVR and BP, but NVR did not 
perform better than BP. Because GVR combines a navigational and a 
survey perspective [34] and is associated with high orientation gains 
[46], we expected it to perform the best - which it did. As the GVR 
perspective provided the relative locations from the checkpoints to 
each other in one view from certain angles of the virtual environment, 
it may have been easier for the participants in that group to adequately 
plan routes and identify relevant landmarks helping their performance 
later on. However, NVR performed roughly at the same level as BP. 
This was unexpected because previous literature would suggest that 
the navigational perspective should have supported subsequent 
navigation better than the sole survey perspective provided by BP [30, 
33]. For the NVR group it must be mentioned that the movement speed 
(3.6 km/h) was slow because it was set according to the movement 
speed of the robot. Some of the participants indicated that the 
movement speed was too slow for them and asked for faster 
movement. The slow movement speed might have prevented 
participants from thoroughly exploring the virtual environment and 
thereby explain the performance of the NVR group, including its 
comparably larger inter-individual variability. 

7 LIMITATIONS 
A range of limiting factors can be identified in our study. One was the 
relative inexperience of participants with respect to VR: Most 
participants used VR for the first time (66.67%), only two of them 
owned VR equipment. The teleoperation of the robot was also new to 
almost all the participants and the steering abilities of the participants 
differed. This was unexpected to us because in test trials we did not 
observe the variance we later observed in the experiment. Another 
related issue pertains to the use of two screens simultaneously as was 
done in the initial orientation task. This may have drawn on multi-
tasking skills unrelated to the target variables of this study. Inter-
individual variation in such skills, if not distributed evenly among the 
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groups, might have obscured some effects of interest. A reoccurring 
complaint from the participants concerned the low movement speed 
of the robot. The low movement speed did level the influence of 
steering ability but at the same time might have obscured additional 
differences in route finding ability because the low movement speed 
led to ample time available for route contemplation. Moreover, the 
environment we used was a rather monotonous one with few 
landmarks and its layout was rather regular. It is quite possible that an 
environment featuring more landmarks and a more diverse structure 
might benefit from learning in VR more as it would play more to its 
advantages. A final, more curious limitation can be seen in the fact 
that some of the participants thought that the teleoperation of the robot 
was a simulation of some kind. This happened although we informed 
the participants about the procedure of the study at several points in 
time (study announcement, participant information, repeatedly during 
the experiment) and supplemented information material with pictures 
of the robot. 

8 CONCLUSION AND FUTURE WORK 
In this paper, we investigated the use of VR as a preparation for 
teleoperation in unfamiliar environments. We compared a standard 
building plan to two different perspectives in VR. To test the viability 
of the different approaches, we measured the performance of 
participants in two different tasks drawing on (1) orientational and (2) 
navigational capabilities. 
 The results of our experiment confirmed our notion that VR is a 
useful and effective tool to prepare teleoperation in unfamiliar 
environments. Specifically, we could extend findings of other studies 
relating to the benefits of GVR for orientation and navigation into a 
new context [6, 35, 37, 38, 46]. We also observed that VR supports 
initial orientation with a teleoperated robot, which might be useful in 
cases where no humans are present in the remote environment, 
quickness to act is important, and when the position of the robot in the 
environment is unknown. 
 Another aspect relevant for teleoperation of robots is the spatial 
information that can be communicated in VR about the absolute 
dimensions of the robot that will be teleoperated and its dimension 
relative to the environment. In our experiment, this was not relevant 
since the robot we employed is slim and small and there were no 
challenging passages in the environment. In general, this may not be 
the case and knowledge about difficult passages might be deduced in 
VR and may be prepared for in VR. 
 For future research, it would be advisable to choose a robot for 
teleoperation that operates at a higher speed than the one we used to 
better tease out differences in spatial performance and prevent 
impatience in the participants. Additionally, it would be preferable to 
have the same interaction in VR and with the robot in terms of 
steering. 
 Moreover, it would be interesting to measure the user-experience 
of the participants regarding different perspectives in VR. To enable 
the participants to switch between perspectives (or adjust them) would 
allow for observation of preferences and identification of the 
situations which make participants prefer a certain perspective. It 
would also be interesting to allow for different speeds to discern 
effects of perspective from effects of speed. In a similar vein, it would 
be appealing to discern at what scale of the environment the positive 
effects of GVR set in. To test GVR across different use cases and 
environment sizes against other perspectives, modes and interactions 
such as “world-in-miniature”, “UrbanRama” or multiperspective 
visualization [40, 41, 54–56] might help users and developers to make 
informed choices using and developing VR. 
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