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Figure 1: Our UI (in the fnal version for study 2) with text editor (left) and a sidebar (right), which shows one card per paragraph. 
Typing is possible only in the editor. The cards’ content is controlled with the top buttons (original, central sentence, summary, 
keywords). These summaries are updated while typing. Editor and sidebar can be scrolled independently. Clicking a card 
scrolls to its paragraph in the editor and highlights it (in green for 1 second). 

ABSTRACT 
We propose a text editor to help users plan, structure and refect on 
their writing process. It provides continuously updated paragraph-
wise summaries as margin annotations, using automatic text sum-
marization. Summary levels range from full text, to selected (central) 
sentences, down to a collection of keywords. To understand how 
users interact with this system during writing, we conducted two 
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user studies (N=4 and N=8) in which people wrote analytic essays 
about a given topic and article. As a key fnding, the summaries 
gave users an external perspective on their writing and helped 
them to revise the content and scope of their drafted paragraphs. 
People further used the tool to quickly gain an overview of the text 
and developed strategies to integrate insights from the automated 
summaries. More broadly, this work explores and highlights the 
value of designing AI tools for writers, with Natural Language Pro-
cessing (NLP) capabilities that go beyond direct text generation and 
correction. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in HCI; 
Text input; • Computing methodologies → Natural language 
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1 INTRODUCTION 
Writing is important and ubiquitous for many people. Numerous 
tools have been developed to aid writers in their creative process 
by automatically performing spell and grammar checking or sug-
gesting continuation phrases to increase human performance and 
productivity. Yet, good writing goes beyond correct spelling and 
grammar – it needs to both convey the writer’s intention and ad-
dress the reader’s needs. Writing is a complex cognitive activity, 
as pointed out by Flower and Hayes [12]. In particular, writing in-
terweaves various sub-activities. Revision is one of them, which is 
important but often challenging for several reasons: (1) Practically, 
investing into preparations for writing or repeated revisions often 
stands at a tension to fnishing the work. (2) Organizationally, as 
the body of text grows, it is increasingly difcult to oversee the 
draft and maintain a big picture during writing. (3) Skill-related, it 
is tempting, in particular for amateurs, to focus on local revisions 
(e.g. word-level) instead of scope and structure [19]. 

Despite these challenges, providing assistance for the specifc ac-
tivity of text revision has remained under-explored in HCI research, 
as pointed out in the community [4, 50, 51]. Recent work here 
focuses on the aforementioned local revisions (e.g. word replace-
ment [16, 26], error correction [1, 11, 58]), increasingly applying 
Artifcial Intelligence (AI) methods from Natural Language Pro-
cessing (NLP). However, such co-creative use of AI has not been 
examined yet for higher-level revisions. These aspects motivate 
our research question for this paper: How might we enable writ-
ers to beneft from computational (NLP/AI) capabilities beyond text 
generation and correction, in particular for revision? 

We address this question by exploring how we might support 
refection and (structural) revision via automatic summarization. 
This approach was inspired by taking an existing cognitive strategy 
for revision as a starting point, namely reverse outlining [19]: Writ-
ers manually create reverse outlines after a part of the draft has 
been written, summarizing it, to refect and identify opportunities 
for improvements. This guided our design and prototype: We auto-
mate this summarization to continuously update paragraph-wise 
summaries shown to writers next to their text. 

We tested this in two in-depth user studies with a total of 12 
participants writing analytic essays about a given article. The sum-
maries facilitated refection and overview: They gave users an exter-
nal perspective on their writing (e.g. comparing own expectations 
against what’s in the summary). People used this to refect on con-
tent and scope of paragraphs (e.g. identifying redundancy), leading 
to revisions. They further used the tool to quickly gain an overview 

of the given article, and developed strategies to integrate insights 
from the automated summaries into their text. 

In summary, we contribute a text editor prototype with auto-
matic text summaries and its evaluation in two user studies. More 
broadly, our work contributes to the literature on interactive NLP, 
text interaction and co-creative AI: It explores and highlights the 
value of assisting writers with NLP capabilities beyond direct text 
generation and correction. 

2 BACKGROUND AND RELATED WORK 
This work draws upon the areas of writing reseach, AI and NLP, 
and reading and writing support tools. 

2.1 What is a Summary and What is its Goal? 
Here we clarify our understanding of the term “summary” in this 
paper. Overall, we align with the defnition by Radev et al. [35], who 
defne a summary “as a text that is produced from one or more texts, 
that conveys important information in the original text(s), and that 
is no longer than half of the original text(s) and usually signifcantly 
less than that.” They further state that the “main goal of a summary 
is to present the main ideas in a document in less space”, which fts 
to our application as well, although we target the paragraph-level 
instead of the whole document. They also highlight a distinction in 
the literature between indicative summaries (what is the text about, 
without specifc content) and informative ones (short version of the 
text). Our concept and system use the informative type. 

Moreover, Ceylan and Mihalcea [5] distinguish between objec-
tive and interpretive summaries to inform their work on a book 
summarisation system: The former type objectively summarises 
the plot, while the latter also integrates the subjective view of the 
person writing the summary. This classifcation is interesting to 
consider for our use case: Our system creates objective (automatic) 
summaries of the user’s text in order to prompt and facilitate the 
user’s own interpretation (i.e. self-refection). 

Finally, extracts are short versions reusing parts of the full text 
verbatim, while abstracts are short recreations [35]. Our concept 
and system explore both types (see Section 3). 

2.2 Automatic Text Summarization 
There are two main NLP approaches for automatically creating 
summaries of a given text [20]: Extractive methods aim to select the 
most important/relevant parts of the text. This selection directly 
yields the summary. In contrast, abstractive methods aim to write 
a new piece of text to serve as a summary, similar to what most 
humans would do when tasked to summarize a text. There are also 
methods that mix aspects of both approaches, such as pointer con-
cepts [41], which allow a model to copy some parts verbatim while 
(re)writing others. In our prototype, we employ a TextRank [30] 
approach for extractive summaries and the T5 model [36] for ab-
stractive summaries (details in Section 4). 

2.3 Reading and Writing Support Systems 
A number of interactive systems support reading and writing with 
summarization: For example, Leiva [23] used extractive summa-
rization to make websites more responsive to the device size – not 
only by adapting the visual layout but also the length of its text 
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content. The system by Wang et al. [52] summarizes mobile UIs 
to create succinct descriptions of screen content, and ter Hoeve 
et al. [47] proposed a conversational UI (chatbot, voice assistant) 
that reports information from a document when asked about it. 
Li et al. [25] combined speech recognition with summarization to 
show text snippets that help users navigate long audio content. 

Related, but not using summarization, are the many tools that 
support creating text; this is only a small overview: Already in 
1982, Macdonald et al. [27] built a “writer’s workbench”, which 
could comment on stylistic features. Recent work typically gen-
erate text suggestions (e.g. for the next sentence [38] or para-
graph [54] or in a sidebar [42]). More broadly, this co-creation 
through interleaved human writing and AI-generated text is a com-
mon approach (e.g. [4, 6, 22, 45, 57]). Further work explored con-
trollable generation of plots with AI [7, 46], or addressed writing 
poetry [14], metaphors [13], slogans [8], fctional characters [40], 
and emails [4, 18]. Strobl et al. [43] provide a recent survey of 44 
academic writing tools. Further recent work supports revision on 
the level of word replacement [16, 26] and (typing) error correc-
tion [1, 11, 58], partly using NLP models. Finally, Arnold et al. [2] 
recently highlighted opportunities for supporting writing without 
generating text, which motivates our design direction here. 

In summary, the literature has mainly used (1) automatic sum-
maries as reading support, and (2) text generation as writing sup-
port. We explore the remaining combination, namely using (AI) 
summarization to support writing as it happens. Conceptually, we 
build on an existing writing strategy, described next (Section 2.4). 

2.4 Text Summarization in Writing Research, 
Practice and Instruction 

Summarizing text is an integral step in the strategy of reverse outlin-
ing [19] (or backward-outlining [39] or post-outlining [32]), which 
has been called “the Swiss army knife of revising” [49]: Instead 
of a typical outline that is created before drafting a text, a reverse 
outline is created after (a version of) the draft has been written. 
Concretely, the writer summarizes each paragraph. If done on pa-
per, the result can be cut into one note per paragraph for easy 
rearrangement [28, 29]. These summaries support self-refection 
about the text’s structure (e.g. Is the text’s claim supported by each 
part?, Are the aspects covered in a suitable order?, Do paragraphs 
contain a single thought each?) and subsequent actions based on the 
gained insights (e.g. reordering, splitting, merging or deleting para-
graphs). This strategy is a part of many university writing guides 
and courses (e.g. [33, 34, 39, 49]), and other teaching [19, 24, 48], 
and valued by professional writers (e.g. [15]). 

More broadly, reverse outlining is an instance of (self-)annotation. 
Annotations are “concise descriptions” of a work and can be de-
scriptive or evaluative [56]: Our use of AI summaries is descriptive 
since it does not include statements on what is good or bad about 
the summarized text. As suggested in studies with students [10], the 
act of self monitoring aforded in this way can improve control over 
one’s own writing. In this light, our work explores AI-supported 
self monitoring during writing. 

3 CONCEPT DEVELOPMENT 
Here we report on our concept development, starting with the core 
conceptual inspiration, before covering UI aspects and interaction. 

3.1 Core Concept: AI Text Summarization as 
(Self-)Annotation 

As described in Section 2.4, reverse outlining is an efective strategy 
for refecting on and revising a text structurally – but without 
interactive support yet. In our concept development, we took this 
as a starting point to explore how we might support it technically 
in an interactive system. Concretely, reverse outlining ofers two 
key conceptual aspects that we pick up on in our design: Annotating 
what has been written, and the fact that this is one’s own text (and 
not that of another person). We comment on both in relation to our 
concept and design direction in more detail here: 

LeVan and King [24], Yaylı [56] emphasize the value of self-
assessment with self-annotation in structuring and understanding 
text during writing. They mention “sideline commentary for their 
writing” as a strategy for students to externalize their thoughts and 
gain an overview of their work in progress. As a key part of our 
conceptual exploration, we decided to automate the summarization 
step of such self-annotation with AI to support self-assessment. 
While the act of manual summarization can be seen as a part of the 
refection process, we assume that it is also an initial hurdle to enter 
a refection and revision step (e.g. investing time and efort into 
summarizing what you have already written vs writing more). By 
making summaries automatically available to writers our concept 
thus is intended to invite and support refection – and potentially 
revision, if identifed as needed. 

Automatic summaries are not a “zero cost” feature for writers 
because they need to read them, to beneft from them. In reverse 
outlining, this in itself is considered useful: Tully [48] noted that 
seeing reverse outlines gives a “fresh eye” on the text as it motivates 
taking writing “breaks” and “time away from a draft weakens the 
memory’s tie to the narrative” – thus stimulating (self-)refection. 
Since writers in our concept do not write summaries themselves, it 
may be even easier for them to achieve this “fresh” view through 
the summaries. Indeed, we found this in our study (Section 7.3). 

3.2 UI: Summaries as Margin Annotations 
The writing interface mimics known writing software and is split 
into two main views. One view represents a classic word processing 
editor. The other view represents the margin, the usual place for 
annotations. To stay in line with common terminology in user 
interface design, we termed this second view the “sidebar”. Writing 
guides suggest using the document margins or separate notes (or 
post-its) for additional text annotations, for example to develop 
a reverse outline (e.g. [21, 32]), or as “sideline commentary” [24]. 
Concretely, we represent each paragraph as a card, based on the 
suggestions of Messuri [28] to cut summaries on paper into multiple 
snippets. The details of this from an interaction point of view are 
covered below (Section 3.3). The text editor and the sidebar are 
inherently linked by their content. Each text paragraph in the editor 
produces a summarised annotation card in the sidebar. To support 
this, we highlight the paragraph when clicking on its card (cf. Fig. 1). 
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3.3 Interaction: Summaries as Cards 
Within the sidebar, the summaries are presented as “cards”. This is 
motivated as a metaphor considering the use of pen and paper in 
(reverse) outlining and other revision activities (e.g. margin notes, 
post-it stickers). There, notes may be written on cards (or post-it 
notes) to aford a set of relevant interactions, which we map to 
interactions with our digital cards as described next. In each part, 
we indicate the mapping of physical (paper) action → UI interaction. 

3.3.1 Reordering: Move paper notes → Drag & drop cards. Related 
work has commented on the beneft of reordering paragraphs in 
the writing process [28, 29, 39, 49]. The underlying strategic moti-
vation and intention is that the ability to step back from the text 
to reorder paragraphs supports and enhances structural revision. 
With a (reverse) outline on a physical piece of paper this means 
cutting the outline paper into smaller snippets (if not already writ-
ten on cards) so that these can be moved around and arranged in 
a new order. In our UI, we mapped this to cards (i.e. summaries 
are “precut” per paragraph) and the interaction of dragging and 
dropping these cards vertically in the sidebar. 

3.3.2 Removing: Throw paper away → Delete card. Removing con-
tent is one possible action that writers might identify when refect-
ing on a (reverse) outline of their text [15, 32, 39, 49]. For example, 
this might be triggered by the insight that some parts of the text are 
redundant. With paper notes, writers can remove said note while 
in our UI we provide a “delete” button for each card (see Fig. 1). 

3.3.3 Spliting: Cut/rewrite paper notes → Add line break. Another 
related action is splitting, which writers might identify as a way 
of improving their text based on insights they gained from a (re-
verse) outline [28, 29, 33, 49]. For example, they might see that one 
paragraph mixes two topics. On paper, writers may cut a note (or 
rewrite it on two new pieces of paper). In our UI, writers can simply 
add a new line break in the main text to split a paragraph into two, 
which automatically updates the cards in the sidebar accordingly. 

3.3.4 Merging: Glue/rewrite paper notes → Delete line break or 
drag & drop cards onto each other. Inversely to to splitting, (reverse) 
outlines may also reveal to writers that two text parts should be 
merged into one [33]. On paper, writers might glue notes together 
or rewrite them onto a single new card. We support this in two 
ways: For a simple concatenation, users can move the involved 
paragraphs next to each other (if they are not already subsequent) 
and delete the line break between them, which also updates the 
cards accordingly. Alternatively, if the merge is semantically more 
involved, users can drag & drop one card onto another one, which 
will trigger a dedicated merge view with an automatically created 
merge suggestion (see Fig. 3 and Section 4 for details). Users can 
accept or cancel this suggestion. If they accept it they can of course 
also further edit the result in the main text view. 

3.3.5 Revision: Rewrite/reprint main text → Copy card content. Fi-
nally, writers might sometimes identify content in their annota-
tions as suitable pieces for a revision of the main text, for exam-
ple, to achieve a more succinct version. On paper, writers could 
rewrite/reprint the main document or manually cross out or write 
over it. In our UI, we provide a button to replace a paragraph di-
rectly with its summary (in version 1 of our prototype), which we 
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UI Element Version 1 (study 1) Version 2 (study 2) 

Cards-text link 

Copy summary 
(compare in Fig. 2) 

Merge 

Summary levels 
(compare in Fig. 2) 

Click on card navigates 
to paragraph 

“Replace original text 
with this summary” 

No visual highlight of 
merged content 

Level 0: original 
paragraph in full; Levels 
1 - 4: extractive 
summary with (4, 3, 2, 1) 
sentence(s); Level 5: 
abstractive summary 

Added text highlighting 
when card is clicked 
(see Fig. 1) 

”Copy to clipboard” 

Added visual highlights 
of retained and cut parts 
of the merged 
paragraphs (see Fig. 3) 

Original: full text; 
Central sentences: 
extractive with 1 
sentence; Summary:
abstractive; Keywords:
extract up to 5 keywords 

Table 1: Prototype changes implemented in Version 2 after 
the feedback from study 1 (Version 1). 

later turned into the more fexible concept of copying the content 
of a card to the clipboard (in prototype version 2). We report more 
details on this conceptual change in our results and discussion. 

3.4 Annotation Content and Controls 
Another key aspect of our concept concerns the content of the 
annotations/cards. Many choices are possible here, considering 
diferent kinds of summaries (Section 2.1) and degrees of granularity. 
We thus ofer the user control over multiple levels. Providing more 
than a single option in this way is further motivated by varying 
comments on length and type of summaries for reverse outlining 
in writing guides (e.g. one sentence, main idea) [15, 21, 48]. In 
our protoype, we explored two sets of levels: 1) Abstract numbers 
ranging from one to fve representing increasing summary zoom 
levels and 2) descriptive summary levels (see Fig. 2). 

4 IMPLEMENTATION 
Our prototype has a server client architecture, with the front end 
UI, a Python server to host the text summarization methods, and a 
webserver and database to serve the web app and questionnaires 
and store data collected in the studies. We improved the prototype 
after the frst study (described in detail in Section 7.1). Table 1 
summarizes the diferences between the two versions. 

4.1 Frontend / UI 
We implemented the UI (Fig. 1) as a web app with React.js. It realizes 
the concept described in Section 3: It is split into a main text editor 
and a sidebar with summary cards. Each paragraph is represented 
by one card. The cards can be reordered, deleted or merged. 

4.1.1 Card Interactions. We further implemented all card interac-
tions as described in Section 3. Card dragging was implemented 
using react-beautiful-dnd. In version 2, clicking a card highlighted 
its pargraph in the text in color for one second (green box in Fig. 1). 

https://React.js
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Figure 2: Our design iteration of the summary controls, from version 1 (used in study 1) to version 2 (used in study 2): We 
redesigned the summary levels (at the top of the UI) and replaced the “Replace in Text” action with a more fexible “Copy to 
Clipboard” action (at the bottom of each card). We also added an indicator in the top right that shows whether summaries are 
currently being updated in the background (spinning circle or checkmark). 

Figure 3: Merge view (in prototype v2 / study 2), triggered by dragging one card onto another. The sidebar shows a merge 
suggestion in a merged card. A green message (top), removed summary controls and grayed out other cards indicate that 
no further interaction is possible until the merge is accepted or canceled. The suggestion is computed by ranking sentences 
in each paragraph (Section 4). The page view highlights retained and cut parts of the merged paragraphs (color-coded, plus 
strikethrough for cuts). Version 1 was the same but showed no colors and strikethrough. 

4.1.2 Merge. For the merge functionality, the user drags and drops 
a card onto another card. The system then applies extractive sum-
marization to rank the sentences in each paragraph. The merge sug-
gestion is composed by concatenating the fve top ranked sentences 
across both paragraphs. The original order of these sentences in the 
text is preserved. In version 2, the page view highlighted retained 
and cut parts (see Fig. 3). A green message, removed summary con-
trols and grayed out cards indicate that no further interaction is 
possible until the user has clicked “cancel”, ”replace” (which applies 
the merge in the main text directly) or ”copy to clipboard”. 

4.1.3 Summary Levels. The toolbar at the top provides summary 
options, which we redesigned after study 1 (Fig. 1 shows the im-
proved version; for a comparison see Fig. 2). Table 1 describes the 
options in each version. Section 4.2 describes the NLP methods. 

4.2 Language Models and NLP Methods 
Here we describe the used language models and NLP methods. We 
made pragmatic model choices for our interactive system since 
our focus was the writing insights. Concretely, we chose a tradeof 
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between quality and computation speed, as assessed by trying out 
related models of diferent sizes. 

4.2.1 Extractive Summarization. The extractive method uses GloVe 
embeddings1 and TextRank [30] to fnd the top k sentences. In study 
1, the extractive method was used for summarisation Levels 1 to 
4, beginning with k=4 sentences on Level 1 with k decreasing by 1 
per level until k=1 on Level 4. In study 2, extractive summarisation 
was used for the Central Sentence level with k=1. 

4.2.2 Abstractive Summarization. Our abstractive method used the 
T5 transformer model [36] available via huggingface2, with the lan-
guage modeling head. We mostly relied on defaults but determined 
these “generate” parameters by early explorations with our proto-
type: num_beams=4 , no_repeat_ngram_size=2, early_stopping was 
enabled and max_length was set to 70% of the source token count. 
In study 1, abstractive summarization was used in Level 5. In study 
2, the level named Summary used it. 

4.2.3 Keyword Extraction. We implemented the keyword extrac-
tion using the open source library wordwise3 (which uses a RoBERTa 
model4). Keyword extraction was not implemented in study 1 but 
was used for the Keyword level in study 2. 

4.3 Backend / Server 
The prototype was hosted on a university server with 32GB RAM 
and a GPU with 12GB memory. We implemented a lightweight 
Python Flask API to process the text. Each method’s backend call 
receives a JSON Array containing all of the required paragraphs 
and returns the desired results as a JSON object with each index 
representing one paragraph. We created a cache in order to improve 
loading and processing times. It stores the paragraphs as well as 
the return values of each summary technique that was previously 
used on that paragraph. It also records which paragraphs have 
been modifed as a result of the author’s revisions to the original 
text. Thus, the system only needs to newly compute the summaries 
of changed paragraphs. Overall, the resulting summary updates 
were almost instantaneous for extractive methods and keywords, 
and took up to 2 seconds (when adding long text at once i.e. via 
copy/paste) for the abstractive method. 

5 METHOD 
Our evaluation methods consist of a writing task with think-aloud, 
followed by a semi-structured interview, all during online sessions 
(video calls), plus a fnal questionnaire. For better clarity, we de-
scribe these methods upfront here. The study procedure involving 
these methods is then presented in detail in Section 6. 

5.1 Think-Aloud During Interaction 
Participants interacted with the prototype in a writing task, for 
which we asked them to articulate their thoughts. Occasionally, 
we also asked questions to better understand their thinking (e.g. 
when they seemed to be looking for something) or to remind them 

1https://nlp.stanford.edu/projects/glove 
2https://huggingface.co/t5-base – These T5 transformer models are trained for sum-
marization and T5-base refers to a medium model size. 
3https://github.com/jaketae/wordwise 
4https://huggingface.co/docs/transformers/model_doc/roberta 

of thinking aloud. We recorded these video calls including audio 
and participants’ screens. On top of that, two researchers involved 
in the video call took unstructured notes on comments from the 
participants as well as critical observations. Both researchers later 
shared, compared and merged their notes. 

5.2 Semi-Structured Interviews 
A semi-structured interview followed the writing task to dig deeper 
and allow people to share thoughts in refection on their experiences. 
We asked questions about notable moments we observed during the 
task, plus detailed questions about which aspects of the prototype 
people particularly liked or disliked or would prefer to change. 

5.3 Coding of Think-Aloud & Interviews 
We used the researcher notes from the online sessions and tran-
scripts of people’s comments in an approach adopting Grounded 
Theory [9, 31]: In an open coding round, two researchers individ-
ually assigned inductive codes to each note. In an axial coding 
round, these two researchers compared their codes and clustered 
them into higher thematic groups. For example, emerging clusters 
grouped several codes that related to improvement of the prototype 
or codes that related to the interaction strategy of the participants. 
Afterwards, the researchers jointly agreed on a “cluster label” that 
best describes its corresponding codes. These resulting aspects also 
serve us as a structure for the results in this paper (Section 7). Fi-
nally, in a selective coding round, three researchers went through 
the full transcripts of all interviews to fnd further evidence (and 
potentially counterexamples) for these aspects as developed in the 
previous step. Since we had created the transcripts automatically, 
we double-checked all relevant parts again in the original videos. 

5.4 Questionnaire 
In an online questionnaire after the video call, people rated each 
feature on a fve-point Likert scale (plus a did not use option). Two 
open questions asked about (1) other writing use cases where a 
system such as ours might be useful, and (2) what participants 
would like to add or change in the current prototype. 

6 USER STUDIES 
We conducted two user studies via video calls, with a design itera-
tion of our prototype in between them. The procedure was identical 
in both studies. To avoid redundancy, we report on it here once. 

6.1 Participants 
In total, N=12 people (5 female, 7 male) participated in the two 
studies (4 in the frst study, 8 in the second one; no one participated 
in both studies). Their age ranged from 22-36 years. We recruited 
them from networks across a few universities and personal contacts. 
Their backgrounds included professionals, undergraduate students, 
and (HCI) researchers to whom we reached out via email. While this 
is a convenience sample and we refect on limitations of the study 
in our discussion, our sample covers relevant users for writing tools 
with an interesting range of (professional) writing experiences and 
regularity. Concretely, about half of participants indicated to write 
(substantially) daily, the others less than once a week. Participants 
were not native English speakers yet all used English regularly 

 https://nlp.stanford.edu/projects/glove
https://huggingface.co/t5-base
https://github.com/jaketae/wordwise
https://huggingface.co/docs/transformers/model_doc/roberta
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Essay writing
with think-aloud Interview Questionnaire

10 min 10 min 10 min30 min

Intro to study
& prototype

Figure 4: Overview of our study procedure (see Section 6.2). 

professionally and/or personally and were informed beforehand 
that they would be asked to write an essay in English. We further 
informally confrmed their high profciency based on the task ob-
servations and resulting texts. People were compensated with a 10 
Euro gift card for an online shop. 

6.2 Procedure 
On average, a study session took 60 minutes. It was structured as 
shown in Fig. 4. We explain the involved steps in more detail next. 

6.2.1 Study Intro (10 minutes). In line with our institutional reg-
ulations and informed consent procedures, an intro page in our 
web app explained the study, informed about data collection and 
privacy regulations, and further general study information. One of 
the researchers then demonstrated the features of the prototype as 
an introduction via screen sharing. The text used in this demonstra-
tion was taken from an arbitrary daily article on Wikipedia. As part 
of this demonstration, the researcher showed the diferent summa-
rization levels, the merge functionality, and the linking between 
cards in the sidebar and paragraphs in the page view. People could 
ask questions, for example to clarify how the interactions worked. 

6.2.2 Essay Writing (30 minutes). In the main part, people chose 
one of two opinionated articles and wrote an analytical essay on 
how the respective author builds their argument. The task prompt 
and articles were taken from the analytical writing section of prac-
tice test prompts for the Standardized American Tests (SATs)5. We 
chose this task because it allows users to work with an existing text 
and thereby increases the opportunity to experience the prototype 
without an extensive “creative” drafting period. At the same time, 
this task requires people to analyze and write about the text, not 
to simply copy it, thus ultimately leading them to write an essay. 
We deemed this a useful trade-of between starting from scratch 
and starting with a given text in the prototype (i.e. pure editing 
task). We refect on this choice in our discussion. People opened the 
article in a separate browser tab so that they could switch between 
the prototype and the article. We encouraged thinking aloud (see 
Section 5.3). With people’s consent, we recorded audio and screen 
during the essay writing and the following interview. 

6.2.3 Concluding Interview and Qestionnaire (10+10 minutes). We 
conducted the semi-structured interview after the writing task 
(see Section 5.2). Finally, after the video call, people flled in the 
questionnaire (see Section 5.4). 

7 RESULTS 
We structure this report into design insights and identifed inter-
action, writing and refection strategies. The mean duration of 
interaction and interviews was 40 minutes, matching our planned 

5https://blog.prepscholar.com/sat-essay-prompts-the-complete-list (Topic 1: Benefts 
of early exposure to technology, Topic 2: Preservation of natural darkness) 
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Usage duration (% of interaction time)

Original

Central sentence (extract 1 sentence)

Summary (abstractive)

Keywords (extract up to 5 keywords)

Level 0 (original)

Level 1 (extract 4 sentences)

Level 2 (extract 3 sentences)

Level 3 (extract 2 sentences)

Level 4 (extract 1 sentence)

Level 5 (abstractive) Study 1 Study 2

Figure 5: Time spent in each summary setting. Colored la-
bels show which settings from prototype version 1 (study 1) 
correspond to which settings in version 2 (study 2). Uncol-
ored settings only appeared in one design/study. 

time for these parts. The mean fnal text length was 416 words. All 
summary settings were used and both extractive and abstractive 
methods were used considerably in the revised design (see Fig. 5). 

7.1 Design Insights and Improvements 
We report fndings in study 1, that motivated prototype changes 
before study 2. We report these together with a description of the 
changes and observed consequences in study 2. 

7.1.1 Unclear Semantic Zoom and Summarization Levels (Study 1) 
were Redesigned (Study 2). The initial zoom metaphor was a source 
of confusion. First, the minus/plus symbols of the zoom tool where 
interpreted as text length, which is the inverse mental model: As 
text length, “minus” should decrease summary length but it was 
designed as “zooming out” semantically (i.e. seeing more of the 
original text, thus actually increasing length). 

Second, people had trouble understanding how the levels difer: 
“I felt level one to three did not show much diference [...], this may 
also be because I included little information” (P1, study 1)6. Indeed, 
for short paragraphs, the frst three zoom levels may not result in 
text changes because extracting a varying number of sentences 
does not make a diference if a paragraph has fewer ones anyway: 
“I didn’t realize that there were two more levels [...] since nothing 
changed, I felt that the few paragraphs I have created may not have 
been sufcient to trigger something here” (P4, study 1). 

These issues motivated us to redesign this tool: With version 
1, we explored a rather fne-grained set of summarization options. 
However, as described above, this was not particularly helpful for 
people. We thus decided to only keep four levels in version 2, also 
motivated by what was used the most (Fig. 5): original text para-
graph, single central sentence, short abstractive summery, and ex-
tracted keywords. We also labeled these levels with text captions on 
four separate buttons, which avoids the plus/minus. These changes 

6Participants’ quotes were translated into English by the authors. 

https://5https://blog.prepscholar.com/sat-essay-prompts-the-complete-list
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were clearly successful: We found no indication of misunderstand-
ings in both observed usage behavior and think-aloud comments. 

7.1.2 Unclear Correspondence of Text and Cards (Study 1) and Im-
provements (Study 2). Participants in the frst study often com-
mented on “losing orientation” when interacting with the cards: 
For example, some people had issues deciding which card matched 
which text paragraph at a glance. 

We partially solved the issue by highlighted the corresponding 
text paragraph when a user clicked a card. All participants in study 
2 appreciated this; for example: “It’s a good feature to be able to 
highlight this, then it is easier to fnd [corresponding text]” (P11, 
study 2). However, this highlighting on click was only from cards 
to text. As some people’s behavior in study 2 showed, it should be 
bidirectional (i.e. clicking on paragraph to highlight its card). For 
example, as a workaround, one person (P6, study 2) quickly clicked 
through the cards until their paragraph of interest was highlighted. 

A related issue in version 1 was the button in each card to replace 
content in the text (see version 1 in Fig. 2, bottom of card). The 
resulting change lacked visual feedback: “I thought that something 
was happening [...] but suddenly it’s gone [the text paragraph] and 
something has changed” (P3, study 1). Considering further obser-
vations, we solved this problem not with more feedback here but 
more generally by changing this feature to Copy to Clipboard (see 
version 2 in Fig. 2), as described next (Section 7.1.3). 

7.1.3 Unflexible Direct Changes (Study 1) were Replaced with a 
Copy to Clipboard Feature (Study 2). In the frst version and study, 
the Replace in Text button in each card replaced the corresponding 
paragraph with the card’s summary directly. This had three down-
sides: (1) The replacement was infexibly tied to the summarized 
paragraph – it was not easily possible to use the summary elsewhere 
in the text. (2) As mentioned above, the lack of visual feedback was 
confusing. (3) Finally, this button encouraged people to view the 
summaries as text suggestions rather than as annotations. 

We thus change this to a Copy to Clipboard button. This requires 
users to perform an extra step (paste) to include the summary into 
their writing. This ofers more freedom to decide where in their text 
they want to insert it. At the same time, as we indeed confrmed in 
study 2, this change discouraged people to view the summaries as 
text suggestions that are presented to be “accepted”. 

7.1.4 Dificulty of Assessing Merge Changes (Study 1) was Addressed 
with Beter Merge Preview (Study 2). People in study 1 initially found 
it difcult to spot the diferences of the summarized text and the 
original paragraph. Especially when merging two paragraphs they 
wanted to see more clearly which parts of the text were kept in the 
merge suggestion and which were removed. The second iteration 
of our prototype thus highlighted this with colors and font styling 
(see Fig. 3). This was a successful change as people in study 2 
commented positively on this visual feedback. 

7.2 Interaction and Writing Strategies 
Here we report on key interaction patterns and writing strategies. 

7.2.1 Using Automated Summaries to Understand Longer Text. One 
distinct strategy was to gain a quick overview of longer text, for 
example, by copying parts of the source article into our editor and 

reading the summaries: “Let’s see what the editor says about the 
individual paragraphs. [I’m going to] look at the text summaries, or 
more concretely, the central sentences in order to get a better overview” 
(P3, study 2). This was perceived as fast: “It is defnitely faster because 
one does not have to reread everything” (P8, study 2). 

Related, summaries simplifed the text for reading and selection 
for building an argument: “I wanted to look at a shortened version, to 
see whether the summary [of a part of the source article] is irrelevant 
for my argument” (P6, study 2). As can be expected, this strategy was 
employed at the beginning, prior to writing. It started with trying 
out summary levels before settling for one for reading. The strategy 
ended after reading the summaries and was followed by two distinct 
transitions to writing: (1) One group integrated the summaries 
directly into their text as a starting point. (2) Others deleted the 
article form the editor again to start with a blank page. We describe 
the larger strategies emerging from this next (Section 7.2.2). 

7.2.2 Developing Text Top-down vs. Botom-up. Two larger distinct 
writing strategies emerged in our study: First, in what we call 
bottom-up text development, participants started with an empty 
editor and then built up their text through typing, interleaved with 
checking the reference article for the task. Occasionally, they copied 
specifc snippets from this source article into the editor to read the 
summaries and/or use the text as a basis for further writing. 

In contrast, in what we call top-down text development, partici-
pants copied the entire source article into the editor and used the 
summaries as text building blocks. In this strategy, people kept the 
source’s argumentative structure and mainly focused on drafting 
sentences to connect the summary-based paragraphs. 

Across both these strategies, people edited summaries (or directly 
used source text) to avoid plagiarism and to match their own writing 
style. We describe this behavior in more detail next (Section 7.2.3). 

7.2.3 Adapting Text as Part of Integrative Leaps and “Reverse Leaps”. 
When using text from summaries to revise or draft text, the most 
dominant strategy was modifying the summary text to match 
one’s own writing: “This is not copy-pasted one-to-one. I have partly 
adapted it [the copied summary] and reformulated it” (P6, study 2). 
These edits can be seen as integrative leaps, as recently introduced 
by Singh et al. [42]: It describes people’s eforts to integrate (AI) 
suggested material into their writing. We also made the opposite 
observation where people adapted their own writing to infuence 
the summaries: For example, one person combined multiple text 
paragraphs to explore changes in the summaries. Similarly, one 
person said: “I’ll remove all empty spaces between the paragraphs to 
see whether the message I want to deliver comes through” (P3, study 
1). This also demonstrates refection on paragraph structure and 
scope, which we elaborate more on in Section 7.3.2. 

7.2.4 Summaries as Textual Building Blocks for Overview Texts. 
People further considered the text from automated summaries to 
write “overview sections”. For instance, one person framed this as 
building blocks to formulate their text’s conclusion: “I want to add 
fnal summary sentences at the end, [...] like a conclusion. I quickly 
skimmed through existing text summaries to recall what the main 
messages were” (P5, study 2). While another participant mentioned 
a similar strategy to build an abstract: “I’d take the entire text and 
try to generate an abstract out of it” (P11, study 2). 
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7.3 Refection Strategies 
Here we “zoom in” on people’s refective use of our system. 

7.3.1 Considering Summaries as Another, External Perspective. A 
key aspect that characterizes the refection processes with the sum-
maries is that they were considered as an external view on the 
writing; such as: “And that’s how I worked with [the summary], I’d 
frst write down my text and would then compare: What does the bot 
suggest? And then I’ve integrated [the summary] in my text” (P11, 
study 2). And: “It’s good to read [the paragraph], in other wording, 
and [...] slightly summarized” (P12, study 2). 

Related, also hinted at in the frst quote above, people compared 
the AI summary with their own “mental summary” for the same 
paragraph. Noticing diferences prompted people to more closely 
analyze why this was the case. In doing so, they refected on their 
written work. For example: “[The key message] is essentially what 
the tool also proposes as a summary. [...] It’s interesting that what the 
tool proposes is longer than my own summary” (P9, study 1). This 
refection often also led to edits. 

7.3.2 Using Summaries to Check and Revise Paragraph Scope and 
Structure. Another way of using the summaries for refection was to 
check the scope of individual paragraphs, for example to determine 
if one indeed included its intended content or message. For example: 
“I would take a look at both [the paragraph and its summary]; both 
things are important. I would like to see in the summary whether all 
my arguments are also refected [...]. I’d expect the summary to help 
me refect where I set my focus in the section [...]” (P5, study 2). If the 
summary did not include the intended aspect, people applied two 
revision strategies: (1) Either the main message is elaborated on in 
the paragraph, or (2) the paragraph is split. 

Related, restructuring actions were also valued: “The most helpful 
[features] were defnitely the reorder and merging of paragraphs. 
When I noticed that the summaries at a specifc zoom level were too 
short, I could just merge them; that simplifed the work and made 
work much faster. That was the most practical aspect. Other than that, 
the summary and simplifcation of large paragraphs” (P1, study 1). 

7.4 Feedback in the Final Questionnaire 
The fnal questionnaire asked people to think about where (else) 
they would use this system. The answers echoed the topics of 
overview and refection identifed during the interaction and in-
terviews: “[...] it could be helpful for organizing my chapters and 
for getting a quick overview of diferent parts” (P2, study 1). And 
another person thought it would be useful “[w]hen writing texts 
where structure and conciseness matters (blog entries, news articles, 
summary/conclusion [...])” (P5, study 2). 

The questionnaire also asked about feature ideas and changes. 
We addressed the replies from study 1 in our design iteration (e.g. 
highlighting text changes, cf. Section 7.1.4). Replies from study 2 
revolved mainly around further improving the visual link of para-
graphs and summaries (e.g. one person suggested to highlight the 
paragraph already on hover, not click). 

Fig. 6 shows the results of the included Likert items on individual 
features. Overall, not everyone found every feature equally helpful 
(or used it) yet all features were helpful for a considerable proportion 

012345 1 2 3 4 5 6
Number of people

How helpful were
 the different summary levels to you?

How helpful was
 the card reordering to you ?

How helpful was
 the "remove card" feature to you?

How helpful was
 the "to text/clipboard" feature to you?

How helpful was
 the "merge" feature to you?

Not helpful (1) 2 3 4 Very helpful (5)

Figure 6: Likert ratings of specifc features asked in the fnal 
questionnaire. The number of ratings varies because a “did 
not use” option was available for each question. 

of people. This fts to the observed diversity of people’s writing 
approaches. “Delete” was the least helpful feature. 

7.5 Comparisons against Writing without 
Automatic Summary 

Even without a comparative baseline a few participants explicitly 
commented on their writing experience with and without auto-
matic summaries. Their comments hint at the use of diferent kinds 
of manual summarization in their usual work fows, and how these 
beneft from our tool. For example, a common reading technique in-
volves highlighting important parts of the text, which corresponds 
to our “central sentence” level: “I would have just started writing 
[...] and summarized the relevant paragraphs from the source in the 
process. I would have highlighted important parts in the text and only 
after fnishing the entire text I would come back to think about the 
structure of the text.” (P8, study 2). 

In another example, a participant explained that “[w]ithout the 
margin summaries, I would probably frst draft the entire text fnally 
to recognize that my submission was too long [...] only after [that] I 
would start summarizing and shortening the text” (P4, study 1). 

Finally, automatic summaries shorten reading time when writ-
ing with source material, as in the study: “[...] it really formulates 
concretely what I need. In the end it is exactly what I would have 
usually done laboriously by hand. I would read for couple hours. Here 
I can just copy the text.” (P9, study 1). 

8 DISCUSSION 

8.1 How Continuous Automatic Text 
Summaries Support Writers 

Writing is an iterative process interleaving several sub-processes 
that relate to planning, drafting and evaluating text [12]. Our con-
tinuous automatic text summaries consider this in that they are 
updated as users write their text and thereby succinctly refect the 
state of the draft, as an ofer for evaluative processes. This concept 
was accepted by participants and utilized in diverse ways: Crucially, 
the summary annotations were used and valued by people as a 
support for refection and overview. Concretely, people refected on 
the content, scope and structure of their paragraphs, by integrating 
insights from the corresponding summaries. This also matches the 
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intention of the reverse outlining strategy, which we had used as 
a starting point for our design. Moreover, the summaries helped 
writers to gain a quick overview of both the given text at the start 
as well as their own essays at the end. Finally, as a key fnding 
on the perception and human-AI relationship here, people viewed 
these summaries as another, external view on the text. It is worth 
noting that this perception was not limited to summaries of text 
copied from the given articles but also was the case for summaries 
of the users’ own writing. This “external AI view” can be helpful, 
especially when otherwise writing alone. 

8.2 Self-Annotation and “AI Annotation” 
We critically refect on the shift from self-annotation to “AI annota-
tion” in this work. First, manual summarizing can be helpful as part 
of (meta)cognitive strategies for writing, text understanding and 
learning to write [53]. Automatic summaries might take this away. 
However, participants indeed found the summaries helpful, as de-
scribed above. Interestingly, a typical behavior involved comparing 
a mental summary to the generated summary. This indicates that 
AI annotation infuences cognitive processes in self-annotation, 
instead of replacing them. Crucially, as pointed out previously, AI 
annotations were to some extent considered as an external view. 
Future studies could further relate this to perceived agency and au-
thorship, as examined for writing with text generators (e.g. [4, 54]). 
Notably, low perceived authorship for annotations might have posi-
tive utility for writers (i.e. as “fresh eyes” [48], as suggested in our 
study) – in contrast to the case when generating or editing text, 
where AI might be seen as taking away agency. 

A second point is expressiveness: Self-annotation ofers more 
fexibility than our UI, both spatially and symbolically, (e.g. freehand 
drawings, also beyond the margins). The spatial aspect appeared 
in our study in comments on locating annotations in the main text 
(cf. Section 7.1.2) yet people did not seem to miss or expect visual 
annotations as part of our concept. Our takeaway here is that the 
correspondence of AI annotations and user content needs to be clar-
ifed explicitly (e.g. our click-to-highlight design change) because 
people lack the “cognitive context” that would come implicitly via 
manual annotation. At the same time, users’ expected modality of 
NLP-powered annotations in our design was clearly textual. 

Combining these two points, our fndings guide the community 
towards exploring AI annotations as complementing self-annotation 
with two concrete directions: (1) supporting a mix of manual and au-
tomated annotations (e.g. reusing UI concepts from human-human 
collaboration, such as diferently colored annotations for writer 
and AI), and (2) annotations beyond text (e.g. by combining our 
work with the stylus diagramming interactions by Subramonyam 
et al. [44] or even text-based sketch generation systems [17]). 

8.3 Limitations & Refections on Methodology 
We do not claim that the generated summaries represent the latest 
state-of-the art in NLP. Although people sometimes had reserva-
tions about summarization quality (e.g. fearing at the start that 
it might lack important context), they productively worked with 
the summaries and also integrated them into their own text. From 
our observations we hypothesize that even with “perfect” quality 
users would experience AI summaries as external because they 

are not written by users themselves, need to be read, and trigger 
comparison to own expectations. Related, in future work, it might 
be interesting to examine the impact of how well AI summaries 
match a user’s writing style. 

It is challenging to let people experience not only free writing 
but also revision within the limited duration of an observed study 
session. Here, we refect on lessons learned: First, our observations 
and people’s feedback on the study suggest that writing experience 
may infuence how comfortable people feel with being observed. We 
believe our task was useful here because it gave people something 
concrete to get started with, while familiarizing themselves with the 
study situation, without having to write immediately (i.e. reading 
the provided article frst). 

Second, however, the task of writing about a single article does 
not perfectly capture people’s typical writing tasks. We see it as 
a trade-of: It allowed people in the study to start from a given 
material while requiring them to write a new text (about the article). 
Starting without any input would likely require a much longer study 
to experience some aspects of the writing process. 

Third, we decided against a baseline setup where users write 
text without summarization support. We did this to maximize the 
writing time spent using our system. However, even without a 
comparative baseline some of the participants compared our system 
to their usual writing process (see Section 7.5). 

Based on these experiences, we conclude that the writing task 
to analyze given argumentative texts was a suitable choice. We 
decided for a controlled study to gain insights into participant’s 
thinking while using the tool, but we encourage future work to also 
consider in-the-wild studies to assess other writing setups. Related, 
we expect our system to work better for writing longer texts. Users’ 
feedback mentioned long articles or theses as examples. Besides 
studying longer use, it could also be interesting to compare use for 
argumentative, informative, and creative texts. 

8.4 AI Role Perception Through Design 
Our frst design had a Replace in Text button in each card that 
replaced the corresponding paragraph with the summary. As obser-
vations and think-aloud showed, this partly made people perceive 
summaries as text suggestions that should be included in the text, 
rather than annotations. While the use of summaries in one’s own 
text is not inherently wrong, this clearly indicated a miscommuni-
cation of the intended role of the AI in our design. We thus changed 
Replace in Text to Copy to Clipboard in study 2. This suggests a more 
“passive” role of the summary, which could be put into the text with 
a dedicated further action (paste). Functionally, it is also more fexi-
ble, since users can copy it anywhere they like. Observations and 
think-aloud in study 2 indicate that this indeed shifted perception 
away from “text suggestions”. This contributes a concrete example 
of how an arguably small design choice might evoke prior mental 
models around AI features (e.g. of known text suggestion features) 
that shape the perceived role of the AI. 

In a broader view, we can position our work in the recent frame-
work for modeling interaction in co-creative AI systems by Rezwana 
and Maher [37]: Their 2022 survey of 92 co-creative AI systems 
revealed three predominant interaction models: In two, the AI gen-
erates content, either turn-based or in parallel to the user. In the 
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third, the AI (also) evaluates the user’s creation, in a turn based man-
ner. With this paper, we contribute to the literature an exploration 
of another interaction model: The AI generates parallel content 
that empowers users in their self-evaluation. With this new direc-
tion, we also respond to the survey’s conclusion “that the space 
of possibilities is underutilized” [37]. Considering their insights, 
future explorations of said space could address implicit human-AI 
communication (e.g. gaze-informed summaries). 

8.5 Designing Human-AI Co-creative Systems 
from Existing Cognitive Strategies 

In their work on envisioning less “obvious” NLP applications, Yang 
et al. [55] highlight that “[a]uthors are inherently better than algo-
rithms at comprehending their unfnished writing”. Consequently, 
they propose to reframe the author-AI relationship in terms of other 
NLP problems (conversation, retrieval/search, question answering). 
In this way, they used NLP concepts to inform interaction design, 
whereas we used human writing concepts (i.e. reverse outlining) to 
do so. We consider both approaches as complementary directions 
to explore and “[...] expand this narrow intersection between what 
is [of] value to users and what can be built” [55]. 

Dissecting this, our approach starts with a strategy in the target 
domain (reverse outlining in writing) and asks how it might inspire 
writing support with NLP. Concretely, the reverse outlining strategy 
guided and thus greatly facilitated our decision-making for initial 
design choices (e.g. layout, main interactions) – even if it was not 
our goal to “‘force” writers to apply exactly this strategy when using 
the resulting system. Crucially, it also usefully constrained the role 
of the AI: Summarize only, no interpretation, no “idea” generation. 
However, getting the main features and their UI right required 
more than this starting guide, as the frst study and design iteration 
showed (e.g. redesigned zoom levels, change from “replace text” to 
“copy to clipboard”). Overall, we recommend this approach based 
on our experiences here. Looking ahead, existing human strategies 
(and their respective treatments in writing research) might serve 
the text interaction community in a role akin to generative theory 
(cf. [3]). Our approach provides a template: We can examine other 
human writing strategies to inspire new NLP tools for writers. 

9 CONCLUSION 
We have investigated how writers can be supported in refecting and 
revising their text. We have found that automatic AI-generated sum-
maries help writers by providing a continuously updated overview 
and an external perspective during the writing process. Participants 
used these insights to check and revise the scope and structure of 
their text draft. This work demonstrates writing support beyond 
the current focus on text generation and correction. More generally, 
we envision future AI-powered writing tools to ofer a mix of direct 
text edits and indirect refection support for writers. We encourage 
future work to explore how other adaptive margin annotations 
may help writers in the text drafting process and also how non-
textual annotations can be integrated. To facilitate such research 
in co-creative writing tools, we release the prototype and further 
material on the project website: 

https://osf.io/v6zfn 
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Beyond Text Generation: Supporting Writers with Continuous Automatic Text Summaries 

Average Rouge Score Central sentences Abstractive summaries 

Rouge-1 R 0.5503 0.2344 
Rouge-1 P 0.5316 0.2588 
Rouge-1 F 0.5355 0.2302 
Rouge-2 R 0.4886 0.0705 
Rouge-2 P 0.4930 0.0895 
Rouge-2 F 0.4897 0.0723 
Rouge-l R 0.5422 0.2127 
Rouge-l P 0.5266 0.2349 
Rouge-l F 0.5295 0.2087 

Table 2: Results from the ROUGE analysis of the T5 model 
against human selected central sentences and human writ-
ten (abstractive) summaries. 

A ADDITIONAL MODEL EVALUATION 
To assess the quality of the summaries displayed in the study, we 
report on an additional evaluation. Ideally, we would evaluate sum-
mary quality after each interaction by comparing the automatically 
created summary in each card to a human-created summary for 

UIST ’22, October 29-November 2, 2022, Bend, OR, USA 

that paragraph. This is not practical because the text and thus 
summaries change all the time during interaction. 

Instead, we thus decided to assess summarization quality on 
the given articles. To do so, we recruited three people who wrote 
abstractive summaries for each paragraph of the articles. They 
also selected what they thought is the most central sentence per 
paragraph. 

We used this data to compute ROUGE scores (Table 2). The mean 
ROUGE-L F-score is ca. 0.2 against human summaries, and ca. 0.5 
against human-selected sentences. This is generally comparable to 
the ROUGE scores reported on the benchmark dataset in the T5 
paper [36]. This indicates that the T5 model performed similarly 
to its published benchmark when used on the domains that people 
wrote about in our study. 

However, note that the dataset and reference generation method 
are diferent. Thus, we mainly report these values with the goal of 
providing a point of comparison for future work that employs AI 
summaries in systems and use-cases similar to ours here. 

Finally, we also compared the sentences selected by our central 
sentence method against the sentences selected by the three human 
annotators. They matched (i.e. same sentence chosen by system 
and annotators) in 48 % of the cases. 
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