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Fig. 1. Our gaze-contingent immersive 3D assets streaming interface. Starting from the partially-streamed 3D assets on the edge-side rendered at a given time (a), our method stream updates from the cloud to the edge for perceptually closer rendering to the full assets stored on the cloud (b). Standard uniform streaming (c) evenly updates all visible assets in the scene, causing suboptimal perceptual quality in (d), which visualizes both the temporal (popping with respect to (a)) and the spatial (quality with respect to (b)) perceptual errors. Brighter colors indicate worse artifacts. Our method, in contrast, optimizes the subset of the assets to be streamed to the edge for better spatio-temporal quality under the same network bandwidth. Our perceptual model considers both eccentricity-based acuity during fixation (e) and temporal masking during eye movement (g). If the user fixes the gaze (e), our model prioritizes regions near the gaze point (green circle) while reducing potential popping artifacts. If a saccade is detected (g), our model can safely ignore popping to stream more aggressive updates for further quality improvement (h).

Abstract—Media streaming, with an edge-cloud setting, has been adopted for a variety of applications such as entertainment, visualization, and design. Unlike video/audio streaming where the content is usually consumed passively, virtual reality applications require 3D assets stored on the edge to facilitate frequent edge-side interactions such as object manipulation and viewpoint movement.

Fig. 1. Our gaze-contingent immersive 3D assets streaming interface. Starting from the partially-streamed 3D assets on the edge-side rendered at a given time (a), our method stream updates from the cloud to the edge for perceptually closer rendering to the full assets stored on the cloud (b). Standard uniform streaming (c) evenly updates all visible assets in the scene, causing suboptimal perceptual quality in (d), which visualizes both the temporal (popping with respect to (a)) and the spatial (quality with respect to (b)) perceptual errors. Brighter colors indicate worse artifacts. Our method, in contrast, optimizes the subset of the assets to be streamed to the edge for better spatio-temporal quality under the same network bandwidth. Our perceptual model considers both eccentricity-based acuity during fixation (e) and temporal masking during eye movement (g). If the user fixes the gaze (e), our model prioritizes regions near the gaze point (green circle) while reducing potential popping artifacts. If a saccade is detected (g), our model can safely ignore popping to stream more aggressive updates for further quality improvement (h).

To address this challenge, we propose a perceptually-optimized progressive 3D streaming method for spatial quality and temporal consistency in immersive interactions. On the cloud-side, our main idea is to estimate perceptual importance in 2D image space based on user gaze behaviors, including where they are looking and how their eyes move. The estimated importance is then mapped to 3D object space for scheduling the streaming priorities for edge-side rendering. Since this computational pipeline could be heavy, we also develop a simple neural network to accelerate the cloud-side scheduling process. We evaluate our method via subjective studies and objective analysis under varying network conditions (from 3G to 5G) and edge devices (HMD and traditional displays), and demonstrate better visual quality and temporal consistency than alternative solutions.
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1 INTRODUCTION

Thanks to the rapid growth of Internet technologies such as 5G, streaming services have unprecedentedly revolutionized how we access and consume high-quality multimedia, from listening to audios, watching videos, to scientific discovery (e.g., NASA’s Eyes\(^1\)). The edge-cloud streaming setting significantly reduces edge-side computation and redundant offline storage, allowing for portable and wearable consumer devices.

When it comes down to VR/AR, storing all the assets offline is impractical for dynamic and location-based scenarios. Thus, streaming assets from the cloud and perform the rendering on the edge-side become an effective solution. However, VR streaming poses unique challenges due to the required high resolution, high frame rate, low latency, and stereo rendering. Frame-based 2D streaming falls unrealistic given the exceptionally high demands of data volume and responsiveness. Still, current approaches fail in streaming large high-quality 3D assets, introducing unacceptably long loading times or undesirable visual and interactive artifacts (please refer to our video for examples). Comparisons of the recent 250% FLOPS gains in the last two consecutive GPU generations\(^2\) versus a smaller growth of only 26% in global internet bandwidth during the same time\(^3\) also suggest the main roadblock for immersive 3D experiences lies in the delayed access to 3D assets, instead of computational resource.

Perceptual mechanisms, such as saccades, have been harnessed in recent efforts to accelerate interactive rendering [21, 29]. However, the acceleration only occurs after all assets are stored at the user-end, thus improving the computation from, but not the transmission of, scene assets (especially complex geometries). Gaze-contingent effects have been used to optimize the limited network bandwidth for 2D frame-based streaming [12, 18] but not 3D assets. Existing solutions for 3D content streaming often have globally uniform granularity, such as game levels or camera distance. Finer-grained controls can be achieved based on visibility [15] or viewpoint [39] to optimize level-of-details (LoD).

However, without comprehensive optimization for human perceived quality, the adaptive streaming may cause strong visual artifacts such as temporal popping or low quality with limited network bandwidth.

To this end, we propose a 3D LoD-based streaming framework that automatically schedules the data transmission priority towards optimal perceptual quality. Our method is based on modeling human spatio-temporal perception and adapts to varying network conditions. Our key idea is to estimate perceptual sensitivity based on spatio-temporal user gazes, including saccade, saccade, and saccade, and popping, so that we can more aggressively optimize static image quality and dynamic frame change, such as image regions outside the visual fovea or quickly glanced over during saccade. The perceptual importance is then transferred to transmission priorities from the cloud to the edge. To further enable real-time responses without extra latency caused by the complex frequency domain computations, we also implemented a simple neural-network-based accelerator for fast importance computation. Our method is general enough to support various data formats, such as meshes, volumes, height fields, and point clouds. It targets high field-of-view and eye-tracked displays that require interactive streaming, such as cloud-based gaming. The framework is also compatible with transmitting geometric transformations in dynamic scenes, as our proof-of-concept shows in the supplementary video.

We conducted both subjective studies (via VR and traditional displays) and objective analysis based on the recorded data, which indicated higher quality and lower artifacts of our method than alternative solutions under identical bandwidth. We also tested our method under varying latencies by simulating real-world network transmission rates (from 3G to 5G).

In summary, the main contributions of this paper are:

- a perceptually optimized high-quality and low-latency 3D immersive streaming framework, supporting various 3D computer graphics data formats;
- a gaze-contingent perceptual model based on saccade, gaze, and its inherent spatio-temporal visual behaviors during procedural streaming, including static quality acuity and dynamic change suppression;
- a neural-network-based accelerator for real-time computation of the complex perceptual mechanisms and large data volumes;
- a series of subjective studies and objective analysis validating our method under varying network conditions.

Details on the implementation can be found in the InstantReality GitHub repository\(^4\).

2 RELATED WORK

2.1 Perception-Aware Graphics

With the rapid deployment of eye-tracking and personal electroencephalography (EEG) devices, perceptually-aware computer graphics approaches have drawn extensive attention from various applications. Gaze-contingent rendering [56], as a representative example, involves understanding the visual optics [12, 30], anatomical retina [48], peripheral perceptual encoding [4] and higher-order neural process [51]. Perceptual models can also be deployed in depth perception [20, 22], saliency [46], color perception [6], visual masking [10], visual attention [5], navigation in VR [16, 49], light/luminance perception [27, 50, 52], and spatio-temporal media [35, 40, 42]. However, previous perceptually-based graphics systems focus on optimizing local content than transmission. In cloud-based 3D scenarios, solutions on perceived low-latency and temporal consistency have been under-explored. These factors are critical for a smooth and realistic experience, comparing with the less demanding local computation on the user end.

2.2 Low-Latency Streaming in Cloud-Edge Systems

Low-latency streaming has been widely practiced in cloud-based 2D content services, such as film/video platforms and live broadcasting, based on factors such as network conditions [13, 45], low latency vision [18, 37], viewport and visible area [44, 57]. With the current frameworks, the rendering occurs on the cloud side, requiring the network to stream each individual frame. The frequent transmission may harm the experience for highly interactive and latency-sensitive VR/AR scenarios. For instance, e-sports, high quality 3D model design, or physics-based simulation.

2.3 3D Data Transmission

How to prioritize 3D primitives is critical to 3D streaming, which has been studied with little consideration of human perception. To incorporate the unique structures of 3D meshes, Illalriy et al. [15] prioritize the triangle components in the streaming pipeline based on their individual visibility. In a real cloud-based system, object-wise LoDs shall be determined with respect to the virtual camera views and the available resources (bandwidth) and constraints (reaction time) [32]. It is also possible to perform progressive rendering without building hierarchical structures [39]. However, these systems rely on particular data types such as meshes or point clouds. A recent advancement to enable a decoupled and efficient rendering-transmission is through irradiance volume data [47]. In highly interactive scenarios, however, the virtual content may comprise various components, such as particles for physics-based simulation, meshes for characters, and point clouds from sensors. Moreover, under near-eye high field-of-view and high frame rate immersive displays, the systems may introduce the well-known popping artifacts [26]. Our system, by analytically modeling human perception, preserves both visual quality and temporal stability.

\(^1\)https://eyes.nasa.gov/


\(^3\)https://blog.telegeography.com/466-tps-the-global-internet-continues-to-expand

\(^4\)https://github.com/chenshaoyu1995/InstantReality
3 METHOD

Given a limited network bandwidth and a set of scene data, we optimize and determine the streaming priority with regard to individual user’s spatio-temporal perception. The priority is updated according to users’ static and dynamic gaze behaviors. Our goal is to maximize perceived quality (compared with a fully local rendering) and ensure dynamic smoothness (minimize popping artifacts).

We first describe the factors in our spatio-temporal perception model (Section 3.1), followed by our method in 2D image space (Section 3.2) and 3D object space (Section 3.3). Equation (3) summarizes our key idea. Finally, to enable the cloud’s real-time responses to users’ dynamic head/gaze motions, we accelerate the system via a deep neural network (Section 3.4). At each moment, the cloud (for computation and storage) receives the gaze and existing content from the edge (for rendering and interaction). Then, guided by our gaze-contingent and perception/content-aware model, the cloud automatically determines the streaming priority of each asset component based on its added perceptual quality and data size (with regard to a given network bandwidth). Figure 6 shows an overview of our system.

3.1 Modeling Spatio-temporal Vision

Spatial visual acuity. The human visual acuity is foveated, with a deterioration along age [9] and visual field eccentricity [28, 30]. The importance of a pixel $E(x)$ is determined by its distance to the retinal eccentricity $r = \sqrt{x^2 + y^2}$. As the retinal eccentricity increases, the importance function $E(x)$ decreases. Please refer to Appendix A for the details of $E(x)$.

Static stimuli. As shown in Figure 2, we model the perception of a static image by separating it into a number of frequency bands. The perception for each frequency band $B_i$ is the product of its bandpass-filtered contrast and its contrast sensitivity function. The foveated retinal band $B_i(x, y) = E(x, y)$ will also affect the perception, results in clamped example part for high frequency content. Please refer to Appendix B for details.

Dynamic stimuli. In runtime, the level of content LoD constantly changes and the quality is improved gradually, because more detailed data is streamed continually with the available network bandwidth. However, abrupt changes within a small time period may cause popping artifacts. Similar to [40], we define the perceived change as a temporally adapted Weber’s contrast considering short-term memory.

Change blindness. The gaze fixations and the dynamic transitioning motions among them also significantly alter the perceptual quality. Besides motion parallax [41] and smooth pursuit movements to keep tracking on objects, people perform very fast eye movements (a.k.a. saccades) to change among fixations. Due to the fast movement, the visual contrast sensitivity (c) is suppressed as studied in [19]. We ran a pilot study and validated the suppressed perception of the popping artifacts along with the sensitivity drop. Therefore, we adaptively model visual sensitivities w.r.t. dynamic gaze behaviors including fixations and saccades, as detailed next in Section 3.2. Albert et al. [1] suggested

for foveated rendering, an overall system latency of 50-70ms is acceptable when users are specifically tasked with finding artifacts, and the requirements shall be further relaxed for regular tasks. Although reading-introduced saccades can be as short as 20ms, both short- and long-term peri-saccades are combined with post-saccade suppression that stretches the applicable duration to mitigate popping artifacts. Previous literature has shown that saccadic suppression may typically last for at least 100ms even with a 50ms saccade [17]. Thus, the allowable saccadic suppression durations contain modern mobile network latencies (~100ms for 3G) [43].

3.2 Model in Screen Space

Spatial acuity and quality. Due to foveated vision, we prioritize quality and details in the fovea over the periphery. Thus, the importance of a given pixel $x$ under gaze position $g$ is computed as:

$$\hat{P}_e(g, x) = E(g - x),$$

where $E$ is the importance function defined in Equation (11) in Appendix A.

Temporal consistency. A major problem from traditional LoD-based procedural rendering is the visual popping effect [26]. That is, when the LoD level of an area receives an update, the abrupt visual changes may easily be noticed and distracting to the experience. The human visual system perceives LoD-introduced popping artifacts in spatial frequency and retinal velocity [40].

By extending the perceived change as a temporally adapted Weber’s contrast considering short-term memory to individual frequency band, we obtain the approximated popping (i.e., perceived temporal intensities) between two varied frames $I$ and $l'$ in the screen space:

$$\hat{P}_{op}(g, I, l', x) = \sum_{i=0}^{b-1} s(x, f_i) \times \frac{|c(x, f_i, l') - c(x, f_i, l)|}{|c(x, f_i, l)|} + \omega,$$

where $g$ is the tracked gaze positions in $I$ and $l'$ respectively. $\omega$ is the controlling parameter that balances for low-intensity stimuli where Weber’s law may fail. $s$ is the contrast sensitivity function given the frequency band $f_i$ and luminance $L$, as detailed in Equation (12) under Appendix B. The transition from $I$ to $l'$ can be from the changes of scene or camera. The corresponding coefficients are omitted here for the brevity of presentation. Although the spatial contrast sensitivity function is not reflecting the sensitivity of the human visual system to temporal changes, we have modeled the sensitivity temporal changes by introducing Weber’s law on two temporally adjacent frames $I$ and $l'$. $\omega$ is the bandpass filtered point contrast given the frequency band $f_i$, as detailed in Appendix C. It assumes slow gaze/head motion with fast (90FPS) frame update. Thus, $g$ in the two frames are approximately identical. The next paragraph discusses cases when the gaze moves fast (saccade).

Adapting to dynamic gaze behaviors. As studied by [19], our visual sensitivity gets significantly suppressed during saccades. Due to the change blindness, we only perceive weak popping artifacts in this period. Thus, when saccades are detected, we can instead stream the most noticeable popping elements to reduce the popping intensity after it lands. This motivates our gaze-behavior-adaptive per-pixel sensitivity by combining both spatial acuity and temporal consistency models:

$$\hat{P}(g, I, l', x) = \left\{ \begin{array}{ll} \hat{P}_e(g, x) & \text{if} \ \lambda \hat{P}_{op}(g, I, l', x) \text{during fixation} \\ \hat{P}_{op}(g, I, l', x) & \text{during saccade} \end{array} \right\}$$

where $\lambda$ is the balance between maximizing foveated perceptual quality and minimizing popping artifacts during fixation. A saccade is considered to happen if the gaze speed is greater than 180 deg/sec. Because of the open challenge in real-time saccade landing prediction [2], we integrate over the entire visual field while computing the popping for saccade instead of assuming the landing position. This ensures global robustness to any user’s attentional changes. Figure 3 visualizes individual importance and the resulting image-space update.
We can adapt Equation (3) for progressive LoD update from level \( i + j \) to \( i \) as follows:

\[
\hat{P}(\mathbf{g}, I_{i+j}, I_i, \mathbf{x}) = \sum_{j=1}^{i+j-1} \hat{P}(\mathbf{g}, I_{i+j}, I_i, \mathbf{x}),
\]

where \( I_i \) represents the image at the \( i \)-th LoD.

### 3.3 Mapping from 2D Screen to 3D Streaming

In this section, we present how to extend the screen-space model from Section 3.2 to 3D assets for a real-world cloud-based 3D streaming system. The 3D assets can have various representations, including triangle meshes, volumes, terrains, or large crowded objects, as shown in Figure 5.

**Map to 3D assets.** So far, our perceptual model depicting static quality and dynamic artifacts in Section 3.2 applies to individual pixels. The 3D assets, however, comprise non-uniformly distributed content, such as depths and connectivities. We apply a deferred shading algorithm to convert various types of 3D primitives to 2D perception evaluations.

We divide the 3D content based on the coarsest level of LoD. We denote an individual computational unit as \( U_i \), where \( i \) is its index among all units. It can be a coarsest triangle in a 3D mesh, a largest super-voxel in a volume, a texel in the coarsest mipmap level of a height/displacement texture, or a separate object in a swarm scene. We denote the LoD level of \( U_i \) at time frame \( t \) as \( \mathcal{L}_{U_i,t} \).

At time frame \( t - 1 \) when the LoD levels of all units are determined and transmitted to edge already, we render a framebuffer at cloud side for the whole scene without anti-aliasing to retrieve the unit indices of every pixel, i.e., a mapping \( M_{t-1} : \{ \mathbf{x} \} \rightarrow \{ U_i \} \) from the set of pixels \( \{ \mathbf{x} \} \) to the set of units \( \{ U_i \} \).

If the LoD level of \( U_i \) is updated to \( \mathcal{L}_{U_i,t} \) at time frame \( t \), we approximate its sensitivity by accumulating all pixels \( M_{t-1} (\mathbf{x}) = U_i \) of the unit at time frame \( t - 1 \):

\[
\hat{P}_{U_i,t} (\mathcal{L}_{U_i,t}, \mathbf{g}_{t-1}, M_{t-1}) \approx \sum_{\mathbf{x} \in M_{t-1}^{-1}(U_i)} \hat{P}(\mathbf{g}_{t-1}, I_{t-1}, \mathbf{x}) |_{\mathcal{L}_{U_i,t}, \mathbf{x}},
\]

where \( \mathbf{g}_{t-1}, M_{t-1}, \) and \( I_{t-1} \) are the gaze position, unit mapping, and render image at time frame \( t - 1 \). Figure 4 visualizes the mapping.

The mapping \( M \) implicitly represents the camera of each time frame. It also varies according to the LoD of all units. The approximation in Equation (5) simplifies the evaluation by assuming \( M_{t-1} = M_t \). \( \hat{P}_{U_i,t} (\mathcal{L}_{U_i,t}, \mathbf{g}_{t-1}, M_{t-1}) \) is the render image at time frame \( t \) if the LoD level of \( U_i \) is \( \mathcal{L}_{U_i,t} \). We denote it with a hat because it is an approximation by assuming the LoD level of other units is not changed between time frames of \( t - 1 \) and \( t \). \( \hat{P}_{U_i,t} \) is also dependent on the LoD levels of other units \( \{ \mathcal{L}_{U_j,t-1} | j \neq i \} \), which we omit in Equation (5) for brevity.

The evaluation of \( \hat{P}_{U_i,t} \) in Equation (5) is computationally expensive, so we propose a neural evaluation, as will be detailed in Section 3.4.

![2D heatmap, 3D heatmap, before, update](image)

**Fig. 4. Visualization of mapping importance from 2D pixels to 3D triangles.** (a) shows the gaze-aware importance \( \hat{P} \) in 2D. (b) shows mapped importance in 3D. (c) and (d) show the object before and after streaming, guided by (b). The green circle indicates the user's gaze fixation position.

### Cloud-based streaming

Finally, we evaluate the perceptual quality per bit by updating the LoD level of a unit,

\[
W_{U_i,t}(\mathcal{L}_{U_i,t}) = \frac{\hat{P}_{U_i,t} (\mathcal{L}_{U_i,t}, \mathbf{g}_{t-1}, M_{t-1})}{DU_i (\mathcal{L}_{U_i,t-1}, \mathcal{L}_{U_i,t})},
\]

where \( D \) is the data volume difference by updating \( U_i \)'s LoD level from \( \mathcal{L}_{U_i,t-1} \) at time \( t - 1 \) to \( \mathcal{L}_{U_i,t} \) at time \( t \).

The edge side is a device with limited network bandwidth and storage. Therefore, the 3D scene is fully stored on cloud side, including all LoD levels of all units. In runtime at time frame \( t - 1 \), the cloud side
Fig. 5. Results for various 3D data types. From top to bottom, the 3D assets are triangle mesh, displacement-based terrain, and CT scanned volume. In each group of images, (a) shows the semi-transmitted scenes at edge on top and full scenes at cloud on bottom. (b)/(c) is the importance and corresponding updated rendering by considering only eccentricity $P_e$ or temporal consistency $P_T$. Brighter means higher importance. (d)/(e) is the update if the gaze fixes/saccades considering both (b)$P_e$ and (c)$P_T$. Similar to Figure 1, their first rows indicate estimated perceptual quality (brighter means stronger spatio-temporal artifacts or worse quality).
sends the gaze position $g_{i-1}$. The cloud side knows the LoD levels of all units on the edge side as the edge side acknowledges the received network packages containing the 3D data. According to that, the cloud will compute the perceptual quality per bits for updating LoD levels of every unit accordingly, with the updates holding highest $W$ to achieve the best improvement of perceptual quality, given the constraint on the available update package size $S$.

$$\arg\max_{\{L_{t,j}\}} \sum_{t} W_{t,j}(L_{t,j})$$

s.t. $\sum_{t} D_{t,j}(L_{t,j-1}, L_{t,j}) \leq S$. (7)

3.4 Neural Acceleration

In a practical implementation, the cloud-side needs to compute Equation (5) for each update. Although the cloud can afford more computation than the edge, the heavy frequency domain decomposition for individual LoD frames in Equation (16) may cause intolerable latencies on the end users. Thus, for each scene, we train a multilayer perceptron (MLP) neural network for the fast prediction of $\hat{p}_t$.

Specifically, with a camera view $c_{i-1}$ and gaze position $g_{i-1}$ as input, the network learns to compute

$$N \{c_{i-1}, g_{i-1}\} = \{\hat{p}_t \mid L_{t,j}, g_{i-1}, M_{t-1}\}$$

for all $U_t$ and possible $L_{t,j}$. The camera view $c_{i-1}$ contains 3 vectors, which are coordinates of camera position, camera direction and up direction. In the input, there is also a flag indicating whether a saccade is detected. The current LoD state is not in the input since the network always predicts for all LODs, which will be used by the cloud to make the streaming decision. Although we do not provide the mapping $M_{t-1}$ explicitly to the network, the network also infers it from $c_{i-1}$ once trained on a specific scene. The diversity of projected areas of various units $U_t$ cause $\hat{p}_t$ to have no upper bound, making it difficult to optimize the network. To combat this, we normalize $\hat{p}_t$ by the pixel counts of individual $\hat{p}_t$ in the projected screen space. After normalization, the value is bounded by the maximum value of Equation (2). The cloud stores the network, and retrieves the fast-inferred $\hat{p}_t$ for streaming decision (Equations (6) and (7)), so the cloud doesn’t need to render the actual image for the decision.

We report specific implementation details such as network architecture, loss function, and dataset generation in Section 4 and the performance/precision analysis in Section 6.2. Please also refer to our code repository for the actual implementation of the network structure. We evaluate both performance gains and prediction precision of our neural network in Section 6.2. Change the super parameters like the $\omega$ will require retrain the neural network. To avoid retraining the network when changing the $\lambda$, one solution is to train 2 networks to predict the $p_{ec}$ and $p_{op}$ separately.

4 IMPLEMENTATION

3D Assets. Our current method assumes we can set the LoD of each $U$ independently from one another. While this works for asset types with more independent units such as point clouds [38, 39], volumes, and crowd agents, it might introduce artifacts for others, such as cracks or T-junctions for triangle meshes. To ensure quality without introducing complex implementation, we currently use vertex colors instead of textures, and build the mesh hierarchies by sub-sampling existing vertices without changing their positions. The displaced mesh (terrain scene from Figure 5) is handled in a similar way, except that additionally a height map is also sampled for vertices. For volume data, the LOD is created by sub-sampling the voxels.

Solving Equation (7) is equivalent to the knapsack problem, which is NP-Complete. For this reason, we use a greedy approximation, which always selects the unit with the largest $W_{t,j}(L_{t,j})$ in Equation (6) if the bandwidth allows so.

System. We simulate the streaming network via ZeroMQ library (https://zeromq.org/). The rendering system was implemented with OpenGL. The system runs on a PC with Intel i9-9860H 8-core CPU and with 32GB of RAM, and an NVIDIA RTX 2080 graphics card. For the VR headset, we use an HTC Vive Pro Eye with an integrated eye tracker. It has a 110 degree FOV and $1440 \times 1600$ spatial resolution (14 pixels per degree, i.e., 7 cycles per degree for $B_0$). Our system runs at 90-FPS with neural acceleration.

Neural acceleration. We prepare the dataset for the neural network in Section 3.4 by first sampling short sequences of camera and eye gaze movements inside a 3D scene at 90-FPS. The views are freely controlled by the HMD users. Then the offline computed (via Equation (5)) $\{c_{i-1}, g_{i-1}\}, \hat{p}_t \{L_{t,j}, g_{i-1}, M_{t-1}\}$ pairs are used to train the network. Since the adjacent frames are likely to have similar data, we sample 4 frames per second uniformly and compute the ground truth $\hat{p}_t$ for all $U_t$ and LOD levels offline. There are 16 sequences, and each sequence lasts for about 30 seconds and contains ~120 samples. We use 15 sequences as the training set and the remaining one as the test set.

The neural network is fully-connected and consists of 3 inner-layers with (100, 1000, 1000) neurons, each with ReLU activations, and an output layer with a Sigmoid activation. The network was trained with $\ell_1$ loss for 100 epochs. In the training, we set the learning rate to 0.001 and batch size to 128. We used an SGD optimizer with momentum $= 0.9$. For the neural network in the user study (Section 5.1), since we have ~2000 samples and each sample contains 722 (triangles) x (LOD) = 3000 scores. The sample size, higher than the parameter numbers, avoids biased overfitting. We refer the readers to our open source implementation for reproduction details.

Parameters. We determine the optimal spatio-temporal balancing $\lambda$ via a pilot user study. Users reported 3.0 as the most plausible experience. In our experiment, the Weber’s law adjustment for low intensities $\omega$ was set to 10. With low network bandwidths, the peripheral content may not receive the priority of transmission. Thus, we included a pedestal constant 2.0 to the $P_{ec}$ for each pixel.

5 EVALUATION: USER STUDY

We compare different progressive streaming methods with different usages of perceptual mechanisms under the same network bandwidth - uniformly increasing the LoD of each $U$ based on visibility (UNI), “foveated” streaming without considering dynamic consistency (ECC, a 3D version of [37]), and our method (OURS). We experimented with two display environments, active HMD-based 6 DoF (degrees of freedom) navigation (Section 5.1) for temporal consistency evaluation only and passive screen-based observation (Section 5.2) for evaluation of both visual temporal consistency and static visual quality.

5.1 Eye-Tracking Study

We first conducted a user study with an eye-tracked VR HMD to assess our method's effectiveness on perceived temporal consistency.

Stimulus and setup. We used a terrain displacement scene from Figure 5 in this experiment. Based on users’ real-time head and gaze motions, the stimuli is a sequence of simulated progressive streaming updates (from a coarse to adaptively finer level). During the study, users wore an HTC Vive Pro Eye Headset and remained seated. They were instructed to freely observe the virtual scene and keep their fingers on the keyboard to make selections after each trial, as shown in Figure 7a. Eight users (age 23 – 31, 1 female) participated in the study. To accommodate the scene data size and study duration, we experimented with a simulated SG network bandwidth locally.

Task. Due to the limited access to participants during COVID-19, we aim to maximize trial randomness and numbers to ensure objective measurements. We designed a two-alternative-forced-choice (2AFC) experiment. Each trial consists of a pair of conditions among the three (UNI/ECC/OURS). In each condition, the stimulus was initiated with the coarsest LoD. The participants were then instructed to freely observe the environment that was streamed and updated with the corresponding method. Each condition lasted for 10 seconds. At the end of
Fig. 6. Overview of the system. The parameters of the camera and gaze are sent to cloud, and they are used as the input of the pretrained neural network to predict the perceptual importance of primitives. The image is rendered on edge with the streamed assets.

Fig. 7. The setting of our user study. Both (a) and (b) were captured from parts of our user studies.

Each trial, the participants used the keyboard to select which one of the two conditions appeared more smoothly and comfortably updated with fewer artifacts over the entire duration.

Each experiment began with a warm-up session to familiarize the participants with the interface and task, followed by 24 counter-balanced and randomly ordered trials. Thus, each pair of conditions was evaluated 8 times per participant. To minimize fatigue, a 2-second break was enforced between trials.

Results. Figure 8a plots the results of the pair-wise percentages that participants indicated as the preferred method. Specifically, OURS was voted as significantly more preferred than both ECC (90.6% ± 8.3%) and UNI (92.2% ± 12.4%). With a significance level established at $p = 0.05$ and power > .999, binomial tests indicate the difference is significant for both comparisons ($p < .001$). ECC showed marginally higher voting rate than UNI (56.3% ± 28.6%). We did not observe significance with a binomial test ($p = .38$).

Discussion. The results above showed our method’s significant temporal quality preference over the alternative solutions: under the same network conditions, our method could stream 3D assets more smoothly by reducing popping artifacts. However, this shall be achieved without compromising spatial-visual quality. Our initial study design considered several evaluation metrics, including visual fidelity to the reference, temporal smoothness, and perceptual comfort. We planned to evaluate them both individually and collectively: ask participants to focus on individual metric (such as visual fidelity or temporal smoothness only), and additional post-study comments (such as why they choose one condition over another).

However, during our pilot runs, we noticed several problems with this initial design. Some participants commented that it was difficult for them to focus on more than one aspect of the evaluation criteria, especially for those with less VR or gaming experiences. Meanwhile, visual quality depends on the temporal integration of multiple instead of individual frames. The integration also depends on the exact view path, which can be freely moved by the participants and thus may differ across pairs of conditions for a valid comparison. To address these issues, we decided to focus on only temporal smoothness, which tends to be less view-path dependent than spatial quality, for this free navigation HMD experiment, and leave per-frame visual quality evaluation by fixing the gazes, as described in the following experiment.

5.2 Screen-Based Study

Due to the aforementioned design challenges and extra difficulties of physically distributing the eye-tracked VR display, we further simulate the study procedure in Section 5.1 to a remote setting with recorded stimuli. This ensures a thorough evaluation of both temporal smoothness and spatial quality.

Specifically, we recorded videos by randomly pre-defined gaze paths. During the study, users were remotely monitored and instructed to keep one eye open, fix their head positions, and gaze on the green cross and follow the same procedure as Section 5.1.

Stimulus and setup. To evaluate a different data type from the eye-tracked study, we chose the triangle mesh scene in Figure 5 for this study. The visual stimuli were rendered with $1920 \times 1080$ resolution and 60 degree of vertical field of view, so that the B2 is the same for every participant. In the monitored remote study, participants first input their computer resolution and screen size. Our study protocol would automatically compute and inform participants of the correct eye-display distance. The user then fixed their head at the reported distance cross accordingly. Twelve users (age 24 – 41, 5 females) participated in this study. All users had normal or corrected-to-normal vision.

Tasks. The experiment was conducted in two phases: video-based stimuli for temporal smoothness and static frame-based stimuli for visual quality. The task of the first phase was similar to Section 5.1. The users observed two sequentially played stimuli from the three conditions. After each trial, they selected the one with preferred temporal consistency (i.e., fewer artifacts). In the second phase, each trial consisted of two static images randomly sampled from the sequences in the first phase at the same timestamp. In each trial, a full-quality rendering (second row of Figure 5a) was first shown for 3 seconds as the quality reference. Then, 2 images of the 3 conditions were sequentially displayed for 3 seconds. After each trial, the participants selected the one that appeared to be closer to the reference in visual quality. Both tasks contain 15 counter-balanced and randomly ordered trials. Thus, each pair of conditions was evaluated 5 times per participant.

Task Design Rationale. Fixing gaze in 2AFC experiment has been practiced in assessing retinal acuity and perceived visual quality in VR [30, 48, 50]. In fact, the human visual perception is limited during natural, active viewing conditions [6]. Further, because of the suppressed vision during saccades, the visual quality is primarily determined by the frames at gaze fixations. For this reason, the current experiment where the gaze is fixed may generally represent free viewing conditions where fixations are connected by saccades.

Results. Figures 8b and 8c plot the results. For temporal consistency (phase-1), a consistent trend to Section 5.1 was observed: OURS had a significant higher rate of voting over the alternatives (86.7% ± 18.8% against ECC and 90.0% ± 12.9% against UNI). With a significance level established at $p = 0.05$ and power > .999, binomial tests indicate the difference is significant for both comparisons...
Fig. 8. User study results. We compare pair-wise 2AFC user vote percentage in both HMD and traditional display studies from Section 5. The green/orange/blue bar indicates the percentage voting for Ours/ECC/UNI and the errorbars indicate the standard deviations.

![User study results](image)

Fig. 9. The statistics of the time FOVVideoVDP first reaches threshold per sequence among all users (Section 6.1). The sub-figure (a)/(b) shows the results with static/dynamic scenes. The violin plot shows mean values, 1st/3rd quartiles, and whiskers min/max. Lower values indicate better streaming efficiency in additively improving the quality.

(a) static scene
(b) dynamic scene

![Statistics of time FOVVideoVDP first reaches threshold](image)

(p < .001). ECC, however, did not show major preference gain over UNI (50.0% ± 30%, p = 1.0).

On the extended visual quality (phase-2), marginally higher voting rate on Ours was observed over ECC (60.0% ± 20%, p = 1.6). On the other hand, with a significance level established at p = 0.05 and power > .999, both Ours and ECC were voted to have significantly improved quality than UNI (96.7% ± 7.4% and 95.0% ± 8.7% respectively, p < .001 for both).

Discussion. This study simulates and extends Section 5.1 to a remote screen-based setting. Beyond the agreeing observation of temporal consistency, the phase-2 study also indicated that Ours preserves the high visual fidelity as ECC. The experiments with both eye-tracked VR and traditional monitors show that our method significantly improves the perceived temporal consistency (i.e., minimizing popping artifacts) without compromising the visual quality.

6 Evaluation: Objective Analysis

6.1 Visual Quality

Section 5 shows our significant benefits of subjective quality judgement in terms of temporal consistency and artifact reduction. For further objective evaluation considering dynamic gaze adaptation stimuli (Equation (3)), we conducted a series of analytical experiments.

Static scene. Recently, a thoroughly considered metric, FovVideoVDP [28], was proposed to measure video quality considering both spatio-temporal and foveated effects. We compute the FovVideoVDP with rendering on the fully transmitted asset as a reference. The analysis comprises full 10-second sequences from each user (one sample from each tri-condition group, 8 × 8 in total) of the eye-tracked study. Since edge-cloud streaming is a temporally procedural quality enhancement, we measure the timing when FovVideoVDP reaches a shared threshold. Intuitively, this measures the efficiency of the streaming achieving high quality. In the experiment, we chose the threshold as 6.5 to ensure all conditions, even the slowest, can reach it with the limited trial durations. As shown in Figure 9a, the average time of Ours (1.446 ± 0.669) and ECC (1.674 ± 0.589) are significantly shorter than UNI (2.813 ± 1.429). Pairwise t-tests show the difference between all pairs are significant (p < .001 for Ours vs. UNI and ECC vs. UNI, p = 0.032 for Ours vs. ECC).

Dynamic scene. We further performed an experiment on a dynamic scene which consists of an animation of a pile of falling soft balls as shown in Figure 10. We refer the complementary video for full animation. The gaze is from the eye-tracked study with the same setting as the static scene study, except that the dynamic assets and threshold are 6.7. As shown in Figure 9b, the average time of Ours (0.316 ± 0.069) and ECC (0.352 ± 0.049) are significantly shorter than UNI (1.184 ± 2.548). Pairwise t-tests show the difference between all pairs are significant (p = 0.008 for Ours vs. UNI, p = 0.011 for ECC vs. UNI, and p < 0.001 for Ours vs. ECC).

The above analysis on the eye-tracked gaze data revealed a consistent observation to the subjective studies in Section 5. That is, Ours and ECC deliver high visual quality more efficiently than UNI. Meanwhile, comparing with ECC, Ours does not compromise the visual quality with the benefits of improved temporal consistency.

6.2 System Performance

Performance gain from neural acceleration. We conducted a performance analysis of the neural acceleration effectiveness. With all the scenes and gaze trajectories, it takes an average of 389.28 ± 14.44 ms without the neural acceleration. In comparison, the neural network accelerates the computation to 20.30 ± 0.89 ms.

Cloud/edge latency. Large-scale (e.g., 3D) data transmission inevitably introduces latency between the cloud and the edge due to the underlying network. That is, the gaze analyzed in the cloud may be outdated when the edge receives the additive asset. To validate the impact under real-world network conditions, we conduct a simulated experiment with varied transmission speeds ranging from 3G to 5G+.

With a recorded gaze motion trajectory, we compute the

Fig. 10. Example frames of the dynamic scene. The animation is composed of free-falling soft balls. Each image represents a frame along time. Please refer to the supplementary video for the full visualization.
Fig. 11. Extendability test with varied network bandwidths. (a) shows a gaze trajectory from right to left, starting at the position circled by zero latency. The 3G/4G/5G circles indicate the gaze positions for which the required data packets arrive. (b) shows the FoVVideoVDP gain of OURS from UNI along with varied simulated network conditions. The significant quality elevation in OURS is only subtly affected by gaze transmission latency when the speed is lower than 10Mbps.

FoVVideoVDP gain between OURS and UNI. By assuming 100KB packets, the approximated network speeds for 3G (≈2Mbps) / 4G (≈40Mbps) / 5G (≈67Mbps) are referred to [34, 36]. As seen in Figure 11, OURS shows significantly elevated spatio-temporal quality (i.e., higher FoVVDP) compared to UNI under all network conditions. The elevation slightly decreases when network speed is slower than 10Mbps. The analysis demonstrates our approach’s consistent outperform than UNI under both modern (4G and 5G) and legacy (3G - 4G) network conditions. Using the same data, we further perform a pressure experiment with artificially created latencies (from e.g., pings, database retrieval, etc.) with 3G/4G/5G network speeds. Figure 12 shows the result. Our method is only subtly affected by latencies across all conditions. Under 4G and 5G network, OURS can reach 0.5 in JODs compared with UNI when the latency is lower than 100ms. The 4G and 5G results are almost identical because their speeds are close.

Fig. 12. Pressure test with artificially introduced network latencies. X/Y axis indicates the introduced latency/corresponding average FoVVDP values. Across all network conditions, the low FoVVDP changes demonstrate our method’s robust benefits under real-world scenarios.

Approximation errors. Unlike 2D frame streaming, our system faces challenges of the complex 3D structures including connectivity and sparsity. Although our method analytically transforms screen-space perceptual models to 3D (Section 3.3) with neural acceleration (Section 3.4), each of them may introduce numerical loss. In this section, we also analyzed the potential error. Specifically, we compute the MSE loss among the image-based per-pixel update, per-triangle update with/without neural acceleration. Figure 13 visualizes an example sequence. The experiments showed that the loss is relatively minor and worth the performance gain enabled by the neural network.

7 Conclusion

We present a method for high-quality 3D immersive streaming with gaze-contingent perceptual optimization. Compared with 2D frame-based streaming systems, our 3D streaming method enables low-latency interaction, low cloud overload, and consistent viewing. Our evaluation demonstrates that our system delivers a statistically significant reduction of temporal artifacts without compromising the visual quality.

Limitations and Future Work. The two main parts of our method, modeling human perception for visual importance in 2D, and mapping the 2D importance to 3D for rendering and streaming, are largely orthogonal, as various perceptual factors can be considered for the 2D importance, before mapping it to 3D (Section 3.3). This paper focuses on combining foveation and saccade as the main perceptual mechanisms to optimize spatial quality and temporal smoothness (Equation (3)). Other possibilities include applying other perceptual phenomena to compute 2D importance, such as color, saliency/attention [14, 55], and masking [10, 11, 23], as well as applying our 2D importance estimation for streaming 2D and 360-degree videos [8]. The modeling, implementation, and evaluation of all these possibilities are promising future works, beyond the scope of a single paper.

In our system and analysis, we presumed an ideal and stable network environment without bandwidth sharing. Moreover, the data transmission was considered as individual packages of 100KB without compression and decomposition between the cloud and the edge [7, 24]. As shown in Section 6.2, all these factors may introduce additional latencies of the timely gaze tracking data sharing between the cloud and the edge, causing approximation errors. There are several super parameters in our method like the spatio-temporal balancing λ, and the Weber’s law adjustment for low intensities ω. One interesting future work is to adaptively optimize these super parameters for each scene.

The neural network’s prediction precision is shown to support local 6DoF motions, as shown in Section 6.2. However, its capability of supporting very large motions such as in a flight simulation may require larger training data volume. Similarly, they are currently trained with static scenes. Predicting high accuracy results would also increase data samples due to introducing time as an additional input dimension.

To address the quality drop due to the gaze information latency, we foresee gaze motion prediction with machine learning may shed light on further reducing the perceptual latency in low bandwidth and unstable networks. In our current method, the rendering updates immediately upon receiving the relevant assets. Our framework mitigates the perceived flickering. For instance, during saccadic movement, we reduce the future (after the gaze lands) perceived flickering by taking advantage of the change blindness. However, targeting at progressive streaming systems, the temporal artifacts are not to be completely eliminated. Instead, a locally adaptive rendering may increase temporal consistency at the cost of delayed full quality. Recent research on balancing quality and latency [25] could make the system adaptable to various users.

One important application scenario that may require 3D assets (instead of 2D frames) is AR. High resolution and high FoV AR displays are yet to be available. Thus, we conducted the experiments with VR. In the future, considering not only virtual assets but also its interaction with physical surroundings may inspire more efficient transmission.
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**B Perceiving Static Stimuli**

The visual sensitivity $s$ of a certain frequency $f$ and illumination $L$ is determined by [3]:

$$s(f, L) = a e^{-b f} \sqrt{1 + ce^{bf}},$$

(12)

where $a = \frac{50(1+0.7/L)^{-0.2}}{1+0.37}$, $b = 0.3(1 + 100/L)^{0.15}$ and $c = 0.06$.

Because illumination of commodity displays is largely insensitive to the displaying content, we assume a constant illumination $L$ for all frequencies. Given an image $I$, its visual sensitivity is the integral of all frequencies weighted by their amplitude,

$$\int s(|f|, L) |A(f)| df$$

(13)

where $f = (f_x, f_y)$ is the two-dimensional frequency of $I$, and $A$ is the amplitude of $f$.

![Fig. 14. Perceived static visual stimuli. The perceived stimulus (crossed area) is an integration of frequency amplitudes. Its integral domain is bounded by the densities of display pixels ($B_d$) and retinal receptors ($B_r$).](image)

As shown in Figure 14, because of the finite display angular resolution and the finite retinal receptor densities, the non-zero frequency in Equation (13) lies in a finite domain as well,

$$\int_{|f| < \min(B_d, sup B_r)} s(|f|, L) |A(f)| df,$$

(14)

where $B_d$ is the display band from the pixel density and eye-panel distance (0.5 cycle per pixel (CPP) in our display); $sup B_r$ is the supremum of the foveated retinal band.

The amplitude $A$ in Equation (14) will become spatially-variant if combined with foveated vision (Equation (9)). That requires the evaluation of spatially-variant spectrum, such as windowed Fourier or wavelet, which is prohibitively expensive in a real-time system. Therefore, we evaluate local contrast $c$, which can be more efficiently computed than $A$, of every pixel:

$$\Phi(g, x) = \Phi(g, x) \Delta \Phi(g, x) = \int_{x \in I} |s(|f|, L) |A(f)| df, dx,$$

(15)

$$B_r(g, x) = \min(B_d, B_r(x))$$

where $c$ is the local contrast of $x = (x, y)$ of $I$ under the frequency $f = g = (g_x, g_y)$ is the tracked gaze position on the screen space. $\Phi$ is the corresponding sensitivity value for a spatial position $x$, thus the frequency is integrated within a narrower foveated retinal band $B_r(g, x)$ according to the gaze position and spatial position as shown in Equation (11). By applying clamping with $B_r(g, x)$, the eccentricity variances on the contrast sensitivity function are considered. Note that our model is for importance-based decision than pixel rendering so we assume the visibility of certain spatial frequencies is defined by receptor density. The peripheral vision can “reason” (other than directly perceive) higher-than-receptor-frequency information from the aliasing on the receptors [53]. Therefore, fully approximate the value by clamping the integration with the receptor frequency may cause loss of importance in the periphery. Thus, we introduced a constant $\delta$ in Equation (2) that compensates the peripheral region with low importance.

**A Spatial Visual Acuity**

The human vision is foveated. Watson [54] proposed a formula that approximates midget ganglion cells density as a function of retinal eccentricity $r = \sqrt{x^2 + y^2}$, where $x$ and $y$ are the eccentricity degree in horizontal and vertical direction respectively, for the meridian type $m$:

$$\rho(r, m) = \rho_{cone} \left( \frac{1 + \frac{r}{r_{cone}}} \right)^{-1} \times \left[ a_m \left( 1 + \frac{r}{r_{cone}} \right)^{-2} + (1 - a_m) \exp \left( -\frac{r}{r_{cone}} \right) \right],$$

(9)

where $\rho_{cone} = 14804.6 deg^{-2}$ is the density of cone cell at fovea and $a_m, r_{cone}, a_m, r_m$ are all fitting constants along the four meridians of the visual field. And the cell-wise spacing is calculated by [48]:

$$\sigma(x, y) = \frac{1}{r} \sqrt{\frac{2}{\sqrt{3}} \left( \frac{x^2}{\rho(x, 1)} + \frac{y^2}{\rho(x, 2)} \right)}$$

(10)

Then, given the eccentricity, the importance function $E$ of a given eccentricity $x = (x, y)$ is modeled as [48]:

$$E(x) = 0.5 \sigma(x)^{-1}.$$

(11)
C Bandpass Filtering

To analytically compute the temporal consistency considering not only the content but the retinal receptors and display capability, we discretize the $\Phi$ in Equation (15). Specifically, we perform a series of bandpass filtering of $I$ to first obtain the gaze- and content-aware pixel-wise sensitivity:

$$\Phi(g, x, I) \approx \sum_{i=0}^{b-1} s(f_i, L) c(x, f_i, I),$$  \hspace{1cm} (16)

where we divide the frequency domain of integral in Equation (15) into $b$ bands, where $f_i = 2^{i + \frac{n_{\text{step}}}{2}}$ are the representative frequencies located at the mid-point of every band (following [33]). $f_i$ is the $f_i$-filtered version of $I$. Figure 2 visualizes $\Phi$ across different bands $f_i$. The contrast $c$ at point $x$ is defined as

$$c(x, f_i, I) = \frac{a_f(x, I)}{a_0(x, I)}.$$  \hspace{1cm} (17)

Here $a_f$ is the approximated local frequency of the $f$-filtered $I$, as detailed in [31], and $a_0$ is $a_f$ with $f_i = 0$. 