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ABSTRACT

Reading printed documents and writing on a paper pose a
great challenge for visually-impaired people. Existing studies
that attempt to solve these challenges are expensive and not
feasible in low-income context. Moreover, these studies solve
reading and writing problems separately. On the contrary, in
this study, we propose FLight, a low-cost reading and writing
system for economically less-privileged people. FLight uses
ink-based Braille characters as the medium of textual represen-
tation. This helps in keeping a compact spatial representation
of texts, yet achieving a low-cost status. Additionally, FLight
utilizes a low-cost wearable device to enhance ease of reading
by visually-impaired people. We conduct a participatory de-
sign and iterative evaluation involving five visually-impaired
children in Bangladesh for more than 18 months. Our user
evaluation reveals that FLight is easy-to-use, and exhibits a
potential low-cost solution for economically less-privileged
visually-impaired people.
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INTRODUCTION

Access to printed text is always a challenge for people having
visual impairments. According to WHO, there are approxi-
mately 285 million visually-impaired people worldwide, and
90% of them live in low-income settings [6]. While tech-
nological advancements have reaped benefits to the sighted
peers, challenges involved in reading and writing by visually-
impaired people still remain an open problem. Recent de-
velopment in smart phones and computer vision algorithms
have paved paths to new solutions. However, these solutions
are expensive which make them unfeasible for economically
less-privileged people.
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The palpable dot based conventional Braille system has been
perceived as a difficult and arduous process because of the
effort necessary to learn Braille [18]. Consequently, the pop-
ularity and literacy rate of Braille generally remains low [3,
17]. The wide market penetration of smart phones and gadgets
is one of the reasons behind the fall of Braille’s popularity.
Ironically, Braille has its influence in the later part of a visually-
impaired person’s life. Visually-impaired adults having prior
Braille literacy exhibit 56% employment rate compared to
23% observed for individuals habituated with plain texts [27,
28]. Moreover, a report from the US Department of Educa-
tion [22] states that youth with visual impairment are more
likely to attend post-secondary school than those with other
disabilities. Since this group shows more inclination towards
education, a number of research studies have been conducted
to solve their reading and writing problems.

There are attempts to ease reading process in both smart phone
and wearable form-factor [9, 24, 30]. Computer vision and
OCR based algorithms have solved plain text based reading
problems. There are applications which offer text writing
exploiting speech input or multi-touch gesture input [1, 4, 5].
However, they certainly do not help writing on paper. Braille
is often used for writing using embossing kits, so Braille-like
smart phone writing applications aim to both help in learning
Braille, and rely on existing expertise in writing Braille for
faster input [11, 20]. The ease of text based reading and
the compactness of Braille based writing have developed two
disjoint groups of research studies. Even though smart phones
provide alternative solutions to reading and writing problems,
it is far from ideal for economically less-privileged people to
afford smart phones [21].

Since smart phones and gadgets alone cannot solve this prob-
lem, we attempt to investigate whether reviving Braille can
help. There are two arguments why Braille is still important.
First, Braille has a relationship with employment as discussed
before. Second, a study reveals that non-visual free-form
handwriting by the visually-impaired is often messy and space
inefficient, because, they lack necessary spatial feedback and
shape awareness [25]. Since existing solutions also rely on
Braille-based writing for faster input, a coherent solution for
reading and writing problems is less likely without Braille.

It is now necessary to establish why this coherent solution is
important for economically less-privileged people. Develop-
ing countries account for 97% of the total world population
growth [13]. While it is true that technology penetration is
moving fast, people in this region tend to avoid complex func-
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tionalities of smart phones [19]. For example, they struggle

with navigating through hierarchical organization of infor-
mation in smart phones. They even struggle with choosing

contacts from contact book. They use mobile phones mainly

for voice communication [19]. However, the socio-economic

infrastructure to support Braille education is also appalling.
For example, as a developing country, Bangladesh has only

one government run Braille printing press. Palpable Braille

printing is expensive. Our investigation in this study reveals

that printing Braille book is 65x expensive than printing plain

text book (see Table 1). A quick solution to printing problem

is utilizing existing normal ink-based printers available in our
homes and offices. Two mutually related problems arise here -
first, ink-based printing provides no haptic means of reading,
second, even if we print using ink-based printers, most state-of-
the-art solutions rely on computer vision or OCR techniques,
which are unaffordable in low-income settings.

Our study here encompasses solving these two design chal-
lenges, plus ensuring a common ground for both reading and
writing problems, and yet maintaining a low-cost status. To
address these challenges, we take advantage of the reflective
characteristics of visible light and employ a novel technique
to discern textual patterns. With no camera to capture and
analyze the pattern for us, we exploit a simplistic and spatially
compact pattern that visually-impaired are already familiar
with - Braille. In this study, we undertake a participatory de-
sign process involving visually-impaired people, develop a
novel low-cost (<$10) wearable device that helps in reading,
and a custom-off-the-shelf (COTS) pen that enables writing
exploiting ink-based Braille system. Our proposed system
exploits finger-held devices, and light plays a cardinal role in
reading. As a result, we name our system FLight. We also
refer the reader to our prior work that presents a simple pen
for the visually-impaired to ease reading process [7]. In this
paper, our contributions are as follows -

e We design and develop a low-cost (<$10) novel system
that helps visually-impaired people in reading and writing
ink-based Braille characters. Our solution exploiting ink-
based printing reduces cost by more than 80% compared to
palpable Braille printing system.

We undertake a participatory design process involving five
visually-impaired children. In a more than 18 months long
study, we iteratively design FLight from a pen to a wearable
form-factor based on their feedback. We also demonstrate
culture-specific system design as a use-case study in human-
computer interaction design.

To contrast with our prior work [7] - (a) we make transition
in design space - from a commodity pen to a wearable glove,
(b) we improve the reading speed from 2 words per minute
(wpm) to 13 wpm, (c) we lessen the cognitive stress of
identifying Braille dots and recognizing the character, and
(d) we introduce Braille writing feature that coherently work
with the wearable (reading tool).

RELATED WORK

A number of research studies have been carried out in both
academia and industry to solve reading and writing problems
of visually-impaired people.
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Reading Aid and Technique

Reading devices and techniques vary in the nature of inter-
action with the users and the modality of their usage. We
categorize them here based on the latter.

Mobile Applications: The era of smart phones helped re-
searchers to quickly develop applications that provide audio

feedback to the users. Shen and Coughlan [29] describe a

prototype smart phone application that reads printed texts.
ZoomText [31], SayText [8], etc., are similar examples of text-
based readers. Contrary to these applications, VBraille [15]

helps in reading by virtually dividing the smart phone screen

into six zones corresponding to six dots of a Braille character.
It uses vibration when user touches different screen zones to

convey presence of a raise dot.

Wearable Solutions: Wearable solutions here are mostly ac-
companied by a camera to assist in vision, and generates
either haptic or audio output, or in some cases both. OrCam
[24](price $2,500) is a smart wearable eye glass designed to
assist visually-impaired people in reading printed texts. Fin-
gerReader [30] is a smart finger-worn device that helps blind
users with reading. However, FingerReader may not work
under poor lighting condition. HandSight [32] addresses this
problem by introducing a self-illuminating finger-worn device.

Braille Based Devices: Conventional Braille reading utilizes
haptic senses of the readers. In refreshable Braille displays,
the dots of a Braille cell are formed by pins independently con-
trolled by actuators [12]. UbiBraille [23] is a vibration based
Braille reading device that actuates the six fingers mapped
with six dots of a Braille character.

Writing Aids and Techniques

McSig [25] explores non-visual free-form hand writing by
visually-impaired students. No-Look Notes [4] is a pioneering
work on the first multi-touch enabled phone screens, which
revealed that arranging characters in 8-segment pie menu is
less erroneous and more faster than speech based input. Sim-
ilarly, MTITK [5] is a mobile keyboard where users tap to
enter a text, and gesture to edit it. Touchplates [16] is a low-
cost acrylic board overlay on a touchscreen providing tactile
cues to the soft keyboard displayed underneath. Among the
Braille based inputs, BrailleTouch [11] takes Braille input
on six virtually divided zones corresponding to six dots on a
smart phone. TypelnBraille [20] uses touch-based gestures on
smart phones to input one row of a Braille character at a time.
In both cases, an audio feedback is provided. Azenkot et al.,
[2] mapped fingers with Braille dots, and experimented with
single hand input versus both hands input. Another work [1]
explored speech input by blind people. Their study revealed
that participants were satisfied with speech input, however,
they spent an average of 80.3% of their time editing the texts.

What is There for the Economically Less-Privileged?

Medhi et al., [21] showed that more than half of the exist-
ing mobile phone subscribers live in low-income countries,
and most of them are subscribers of low-cost feature phones.
Consequently, it is far from ideal for people having low per
capita income to afford smart phones. Moreover, apart from
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(a) A Braille book
Figure 1. English language book for Class 5 in Bangladesh
Braille print Plain print

(b) Plain print book

Dimension (1xwxh) cm 27x24x4  25x21x0.7
Number of pages 203 104

Cost (USD) 50 0.76

Table 1. Comparison between Braille and plain text books

standalone devices, some solutions (e.g., FingerReader, Hand-
Sight) come with expensive companion computing devices,
such as a computer or tablet. We now refer the reader to
our first attempt on designing a low-cost reading solution for
economically less-privileged people. EyePen [7] is a commod-
ity pen that helps visually-impaired people in reading Braille
printed from regular ink-jet printers. The reading process of
EyePen is slow. In this paper, we address improvement in
reading speed and incorporate writing as a new feature.

RESEARCH CONTEXT

Our more than 18 months long study was conducted at the
National Foundation for Betterment of the Disabled at Mir-
pur, Dhaka. This organization supports basic education and
rehabilitation program for different forms of disabilities. As
of September 2016, this organization has 30 boys and 18 girls
in its school for visually-impaired. We chose this school be-
cause of suitable geo-location and it also reflected problems of
low-income settings. The monthly tuition fee varies by classes.
We report here the average $3.75 per students. All students
reside at the on campus dormitory. The school has ten teach-
ers; five of them have different forms of visual impairment
and are quite fluent in Braille. Students of Class 5 are the
seniors in this school. After that, they continue high school in
other government-run or private schools. The school authority
reported that approximately 20% of these students no longer
continue education because of various reasons such as poverty,
difficulties with Braille, etc.

Books: Braille embossers are expensive [10]. There is only
one government run Braille printing press in Bangladesh. Fig-
ure la shows a Braille printed English book under the national
curriculum of Bangladesh. Figure 1b shows the corresponding
print for sighted peers. Table 1 demonstrates a comparison
between these two books as an example. Here, considering
only printing cost, Braille book is 65 x costlier than plain print
book. Although students in this school receive Braille books
free of cost from the government, our primary concern here is
the massive cost involvement in printing Braille books. More-
over, the only Braille press struggles to supply academic books
in time. Students once spent at least half of their academic
year without books [14].

Supporting Tools: The conventional writing system in
Braille is complex because it is done from right to left. In
order to read the same, they flip the paper and read from left
to right. Figure 2 shows a supporting tool that assists them
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(a) A Braille cell (b) Braille representa-

figure 2. - Support- tion of ‘N’
ing tool for writing in Figure 3. Printed form of Braille in our
Braille system
Partici+ Initial B.rallle Age | Writing
ant Category learning (years)| hand
p period y
P1 Blind 1.5 months 8 Left
P2 Blind 4 months 9 Right
P3 Blind 1 months 10 Right
ps | Low 5 month 10 | Right
vision
ps | Low 1.5 months 11 | Right
vision

Table 2. Demography of participants

while writing. It has 30 Braille cells per line. Each cell has six
small notches for six Braille dots. Visually-impaired people
use a small stylus with metallic tip to bore holes at appropriate
notches. They use heavy paper such as art paper while writing
and are able to utilize only one side of the paper.

Use of Technology: While conducting our study in that
school, we found that none of the students were using a smart
phone. Some of them used feature mobile phones having phys-
ical keyboard. Physical keyboard played an important part
because it provided necessary tactile feedback while dialing
numbers for voice call. This on-site experience also motivated
us to think beyond smart phones.

FLIGHT

FLight evolved through a collaborative evaluation and feed-
back from a dedicated and strong focus group. Over a period
of more than 18 months, this focus group helped us in shaping
and outlining FLight.

Focus Group and Design Goals

We targeted one primary group and two secondary groups as

focus group participants. The primary group consisted of five
children from the school. We collaborated directly with the
primary focus group to study the usability of our developed
system and received feedback for further improvement. The
two secondary focus groups consisted of school teachers and
two visually-impaired undergraduate students from University
of Dhaka (DU). These groups participated in design discus-
sions, idea generation, and also provided feedback. Table 2
shows a demography of primary focus group participants. Fol-
lowing the classification provided by WHO [6], we group
moderate and severe visual impairment under ‘low vision’,
and complete vision loss under ‘blindness’. Conforming with
WHO standard, we refer low vision and blindness together
under the umbrella term ‘visual impairment’.

Underlying Operational Mechanism
To remind the reader, our endeavor here is to design a system
that coherently solves reading and writing problems exploiting
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Figure 5. Pen-shaped ac-
Figure 4. Block diagram of underlying tive sensing body devel-
mechanism oped in phase 1

ink-based Braille system. Figure 3a shows an ink-based form
of a Braille cell with six filled-circular (or square) dots. Fig-
ure 3b shows the character ‘N’ in Braille format in our system.
Using ink-based printers, we wish to print each character in
Braille format as shown. With no haptic feedback and no
camera to help, how exactly are we going to provide feed-
back to the user? Here, we present the underlying operational
mechanism that works at the core of our system, followed by
a simplified operational block diagram.

A black-colored surface absorbs most of the incident light
energy, whereas, a white-colored surface reflects most of the
incident light energy. As a result, the intensity of light re-
flected from a white-colored surface is significantly higher
than that from a black-colored surface. To corroborate this
phenomenon, we conduct a testbed experiment in different
ambient lighting conditions. The experimental setup consists
of a white paper having printed black colored region on it, and
a coupling of LED and phototransistor (PT). Experimental re-
sults confirm that there is a significant difference between the
voltages generated by PT for two different colored regions [7].

Figure 4 represents a simplified block diagram of the underly-
ing operational mechanism of our system. The system consists
of four units: (1) A paper with printed Braille characters, (2) A
Coupling unit, (3) A Computational unit, and (4) An audio out-
put unit. In our proposed system, we print Braille characters
in black ink over white papers using normal ink-jet printers.
Components 2 — 4 are used to recognize Braille characters and
generate an audio output to visually-impaired people.

Using the underlying system design, we develop our system
phase by phase. In each phase, we accumulate user feedback
and revise our system accordingly in the next phase.

PRELIMINARY WORK

For simplicity of exposition, we summarize here the first two
iterative phases presented in our prior work [7]. Although
we summarize here key points in terms of design and user
evaluation, we refer the reader to our prior work for details.

Phase 1

The initial design presented in our prior work was mostly
intuition driven. We summarize here our first design followed
by the user feedback.

Tangible Object Design

Designing for visually-impaired is always challenging. The
social model of disability [18] and the demand for portable as-
sistive tools helped us understand the subtlety involved while
designing assistive tools for the visually-impaired. Conse-
quently, our design evolved as a pervasive portable pen-shaped
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Closer (c) Tip fits the drilled

look hole

printed page
Figure 6. Modified printed page and trajectory board used in phase 2

body. Figure 5 shows a snapshot of the pen. This pen generates
an audible beep when it detects the presence of a black-colored
region on the white paper placed beneath the pen tip.

Using this pen, we intended to read Braille characters similar
to that presented in Figure 3. To do so, a visually-impaired
person needs to perceive the relative positions of Braille char-
acters and their dots. We facilitated this process by designing
a predefined trajectory to drag the pen tip on the printed paper.
Here, the visually-impaired participants perceived this trajec-
tory through audio-feedback generated by the pen instead of
haptic feedback. We would like to refer the reader to our prior
work [7] for the details on reading procedure.

Usability Analysis
Analyzing the feedback from the first user evaluation involving
our focus group, we pointed out several crucial aspects:

e Following the predefined trajectory exploiting the audio-
feedback is strenuous for a visually-impaired person.

e Since the threshold demarcating black and white region
depends on ambient lighting condition [7], the pen under-
goes an initial calibration to set the threshold value. This
calibration process makes the reading procedure cumber-
some. Nevertheless, the threshold could also change with
the change in ambient lighting condition while reading.

Phase 2

In the second phase, we addressed the problems and integrated
the improvement suggestions provided by the focus group
after the first deployment. Although we summarize here key
points in terms of design consideration and user evaluation,
we encourage the reader to our prior work for details [7].

Solving The Alignment and Calibration Issues

The first user evaluation allowed us to contemplate at the way
visually-impaired people behave and perceive information.
One of the key aspects of conventional Braille reading system
is that, it leverages the haptic sense of the reader by tiny
palpable bumps or raised dots. However, our preliminary
system depended on the correctness in dragging the pen along
a predefined trajectory by leveraging the auditory senses only,
which was difficult and error-prone. Consequently, we needed
to produce a way that could make use of the haptic sense.

We attempted to leverage the haptic sense through using a
hard thick board. To do so, we developed a novel board that
contained a trajectory drilled along the thickness and guides
tip of the pen-shaped body to follow a predefined path (as
shown in Figure 6). Besides, the hole on trajectory board and
the tip were shaped in such a way that the hole fits the tip
(as shown in Figure 6¢). To do so, an opaque boundary was



Learning and Reading

LED1 ILED 4

PT

LED 2 ILED 5

00O
Q00O

LED 3 ILED 6

(a) LED, PT placements (c) Entire view

(b) Front view
Figure 7. Modified Coupling unit in phase 3

built around the LED and PT. The modified design of the tip
implicitly solved the calibration problem, as the opaque wall
kept the Coupling unit out of the influence of ambient light.

User Evaluation

We conducted a second user evaluation based on the improve-
ments made in phase 2. Due to space limitations, based on the
user feedback, we outline here only two crucial aspects that
can drive us towards further improvement.

e Escalating Reading Process: Using the current prototype
of our system, one can read as much as 2 words per minute.
When we asked the participants to comment about our sys-
tem, P2 and P5 used their imagination and said that, “It
would have been better if this pen could tell me the charac-
ter; or at least enumerate the dot positions”.

e Potential for Aiding in Writing: Although the temporal
disadvantages of our system was a concerning issue, the
focus group expressed interest on exploiting the aiding ca-
pability of ink-based Braille in writing. P3 opined that our
system could be more useful during writing.

PHASE 3

The second deployment turned our focus towards two pivotal
aspects: escalating reading process and potential of ink-based
writing. In this section, first, we delineate how we develop
the wearable solution FLight to speed-up the reading process.
Second, we delineate our proposed ink-based Braille writing
feature that coherently work with this wearable.

Improvements

Up until phase 2, our system could detect only one Braille
dot at a time. The previous user evaluation revealed that it
required around 5s to recognize a single Braille character,
since a visually-impaired person have to scan all the six dot
positions of a single Braille character through placing the
pen-tip (i.e., the Coupling unit) on six different dot positions
in sequence. This extent of time required for recognizing a
character is significantly higher than the conventional palpable
system. Here, though it merely takes Sms to detect a dot, the
time consuming part in recognizing a character is the manual
movement of pen-tip to six different dot positions of a Braille
character. An intuitive idea to address this problem is to detect
all the six possible dots of a single Braille character without
any manual movement, i.e., by keeping the tip of FLight fixed
at one position. Driven by the same intuition, one might think
of incorporating six pairs of LED and PT to detect six different
dots at the same time. However, from the pragmatic point of
view, there will arise several problems in such a design: (1)
integration of five more PTs will demand five more analog
to digital converter (ADC) channels of microcontroller and
that will give rise to both power consumption and hardware
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care

(a) Modified circuit board

(b) Wearable glove
Figure 8. Modified FLight and its circuit board in phase 3

redundancy, (2) the expensive part of the Coupling unit is PT
which costs around 60 times more than the cost of an LED
and thus the integration of five more PTs will demand colossal
cost, (3) integration of six pairs of LED and PT will increase
the size of the Coupling unit, which can result in much lower
character density than current implementation, and (4) since
power consumption is a crucial issue here, it will not be a wise
decision to turn six LEDs on at a time.

Modified Coupling Unit: As a remedy, we modify the Cou-
pling unit in such a way that it escalates the reading procedure
and does not give rise to the aforementioned problems. Our
new design of the Coupling unit subsumes only one PT and
six LEDs, as shown in Figure 7. The six LEDs are positioned
in such a way that whenever the Coupling unit is placed over
a Braille character, all six LEDs are placed exactly on top of
corresponding six dots of the Braille character. Therefore, the
six LEDs are arranged in 3 x 2 matrix as shown in Figure 7a,
where the PT is placed in between the two columns. Here,
using one PT in a judicious manner, we make six pairs of LED
and PT in the temporal domain. To further elaborate, we do
not simultaneously keep all the LEDs turned on, rather we
turn the LEDs on one by one. Thus, when we turn any one of
the six LEDs on, the region beneath the LED is illuminated
only, and the light reflected from that region hits the PT. Con-
sequently, the voltage generated by the PT represents color
of the region situated directly beneath the LED. Iterating the
same process for all the six LEDs, we can get color of the
regions beneath the LEDs and thus, the system recognizes the
absence/presence of all six dots.

The Wearable: We explore the design space of wearables
and employ our changes in a comfortable and lightweight
hand glove. Such a wearable form-factor offers portability,
ease-of-access, and impacts social interaction positively [33].
Figure 8a shows the new circuit board of FLight, which we
affix on the glove. Since our intention is to recognize a Braille
character and dictate the corresponding audio clip to the user,
we also include a memory card (available in local market
at price below $1.5) to store all alphanumeric audio clips.
Figure 8b shows the complete wearable glove for reading.

Modified Trajectory Board: The modified trajectory board
is much simpler than the previous one. It consists of 130 rect-
angular shaped holes and each hole covers a Braille character
printed on a paper, which is attached beneath the board (as
shown in Figure 9a). The hole on trajectory board and the
Coupling unit are shaped in such a way that the hole fits the
Coupling unit (as shown in Figure 9b).

While reading a Braille character, a visually-impaired person
places the Coupling unit in the corresponding rectangular
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Figure 9. Modified trajectory board used in phase 3
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Figure 10. Writing system design and procedure

drilled hole of the trajectory board (as shown in Figure 9b).
Since power consumption is crucial here, we design the system
such that the system reads only when the reader wishes to
read. This is done by introducing a push switch as shown
in Figure 7c. The push button is placed in such a position
that when a visually-impaired person holds the Coupling unit,
the index finger automatically comes over the push button
(as shown in Figure 9b). Upon placing the Coupling unit
in a hole, the visually-impaired person presses the button to
activate the reading procedure. Next, the Computational unit
turns the LED on, which corresponds to the Braille dot ‘1,
on for Sms and takes reading of voltage generated by the PT.
Then, the voltage is compared with a pre-defined threshold,
which is set experimentally as discussed earlier, to detect the
presence/absence of dot ‘1’. After that, the Computational
unit turns that LED off and turns the next LED on, which
corresponds to the Braille dot ‘2’. In a similar manner, it
scans all six dots of the Braille character within only 60ms
and recognizes the alphanumeric character represented by that
Braille character. Upon recognizing the Braille character, the
Computational unit searches the database for corresponding
sound and plays it.

Note that, our current prototype allows us to print 130 Braille
characters on each side of a page, making it 260 overall per
page. Here, for prototyping purpose, we used Dual in-line
package(DIP) of LED and PT. Commercial production sub-
sumes Surface Mount Device(SMD) which is 3 to 4 times
smaller in dimension than DIP. This can significantly increase
char density (~ 600 characters/page).

Ink-based Braille Writing

Up to this point, we have delineated the evolution of FLight
as a reading tool for visually-impaired people exploiting ink-
based Braille system. Keeping alive our central motivation to
design a common ground for reading and writing, we design a
low-cost COTS writing aid for visually-impaired people ex-
ploiting ink-based Braille system. In our design, we attempt
to leverage the haptic sense of a visually-impaired person en-
suring a low-cost status. Here, we use a retractable marker
available in local market at less than $1. It is important to
ensure that visually-impaired writers place dot exactly where
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Figure 11. Training period

they intended. To ensure swift writing movement and align-
ment, we design a small frame made of acrylic (as shown
in Figure 10a), which we attach at the tip of this marker (as
shown in Figure 10b). The writing procedure subsumes the
existing trajectory board used in phase 3 with a small mod-
ification. Note that this modification does not influence the
reading procedure described in phase 3. We make 6 mini con-
cave notches on two vertical walls of a single hole on existing
trajectory board (as shown in Figure 10c). Each vertical wall
contains 3 concave notches keeping same relative positions
corresponding to the Braille dot positions. While writing a
Braille dot, a visually-impaired person fits one of two convex
mountings of the frame with a concave notch which corre-
sponds to that Braille dot (as shown in Figure 10d), utilizing
the haptic sense.

SYSTEM EVALUATION

We conducted a series of evaluations to explore whether FLight
can provide a coherent reading and writing support for visually-
impaired people. In this section, we delineate the results of
evaluations followed a usability survey.

Reading

The most interesting aspect of working with visually-impaired
children was their enthusiasm and intuition towards a new
object. In this phase too, we followed these steps while evalu-
ating our system - (1) introduce the system to each participants
individually, (2) let the participants touch and feel the system
and hear from them what they are touching, (3) a hands-on
demonstration to the participants on how to operate the system,
and (4) let the participants use the system on their own.

Training Period

We consider steps 3-4 as the training period. We define train-
ing period as the time during which the participants were
completely able to demonstrate by themselves on how to use
FLight. Figure 11a shows the training time for reading. Sur-
prisingly, the maximum training time period for any partici-
pant was 40 seconds. Two issues accounted for such a small
time. First, we found their perception and intuition towards
haptic sense very strong during step 2. Second, their prior ex-
perience with the previous iterations [7] helped them anticipate
the behavior of our system. Note that, we reserved steps 1-2
for informal training time. While sighted peers can use vision
to understand the behavior of a system, non-sighted people
mostly use their haptic sense to understand a system. Hence,
we kept provision for informal discussions during steps 1-2.

Reading with FLight
We organized the reading sessions in gradual improving order -
(1) reading (listening) to every audible character using FLight,
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Figure 13. Statistics while forming word by recognizing individual char-
acter(s)

(2) forming words from just read characters. In doing so,
we took note of two important errors - system error is an
error generated by our system, and human error is an error
on behalf of the human, for example, the system outputs ‘B’
when there is an actual ‘B’, however, the human mistakenly
perceives that as ‘D’.

Reading (recognizing) Single Character: We asked partic-
ipants to read aloud characters as they hear them. This is
called oral reading. To cross-check for errors while reading,
we asked them to put one earphone in their best ear, and used
the other for ourself, as shown in Figure 12a. In Figure 12b
we report the accuracy of reading simple characters in Braille
using FLight. In each session, we provided a set of 100 al-
phanumeric characters that were randomly organized. We
continued until Session 7, where all the participants correctly
enunciated the characters. It led us to an interesting finding
- accent played an important while participants struggled to
perceive the system dictated character. The default audio clip
that we used here dictated characters in American accent. P4
complained, “It’s a bit strange. ‘T’ and ‘P’ sounds similar.
Why?” As shown in Figure 12b, in Session 1, the accuracy of
recognizing characters was 89% (SD=5). With each session,
they became more habituated and adapted themselves with the
nuances of this accent. For example, in Session 6, only P2
made mistakes in 3 characters. Here, the system error was
0% for all sessions.

Forming Word: We then asked the participants to form word
as they read the characters. We conducted this experiment in
oral mode. To remind our readers, FLight provides audible
dictation of the characters to participants, and provides no
audible sound when a space was found. We provided printed
documents with meaningful words in the form of sentences.
We started counting reading time using a stopwatch whenever
a participant was ready to read. In six consecutive sessions
that lasted for ten minutes each, the accuracy of forming word
peaked in the last two sessions, as shown in Figure 13a. It
clearly shows that participants adapted to FLight with time
and practice. During these sessions, P3 and PS5 made personal
best of 11 wpm. We provided regular and age appropriate dic-
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h h i 1
together at the space interva Standard Braille Using FLight

33(£9) 25 (£ 4)
19 (+7) 12 (£ 1)

Table 3. Standard Braille reading speed vs. reading speed using FLight

Silent reading (wpm)
Oral reading (wpm)

tionary words that had diversity in word-length, such as words
so small as 2 characters to words so large as 12 characters.

Preliminary Feedback on Reading: We summarize here the
preliminary feedback from the participants on reading.

1. Participants had to memorize just-read characters in order
to form words which was cumbersome. All the participants
raised this issue upon completing the six sessions.

The default audible sound having American accent was
troublesome. The participants were habituated with local
accent. Consequently, their accuracy of recognizing charac-
ters improved slowly (Figure 12b).

Recognizing Characters at Space Interval: We address the
preliminary feedback and modify FLight for the second time
in phase 3. This time FLight does not dictate the character
immediately after scanning it, rather it provides a smooth au-
dible tone as a feedback and saves the characters in a run-time
queue. When a space is scanned FLight dictates just-read
audible characters from the queue. The visually-impaired per-
son can hear these characters repeatedly by pressing the push

button at space. However, when FLight starts to scan a new
character after scanning a space, it overwrites the queue. The
relative advantage of this arrangement is clear from Figure 14a,
where accuracy improved than that in Figure 13a. Figure 14b
illustrates the advantage over temporal domain.

Our endeavor in this phase was to escalate the reading proce-
dure using FLight. Here, we achieved up to 13 wpm while
reading, which is 6x more than that of previous phase. Addi-
tionally, in Table 3, we show a comparison between standard
Braille reading speed and the reading speed using FLight in
wpm. Pertaining to other studies such as [26] that quantifies
reading speed, we also report here silent reading and oral read-
ing. In silent reading, the reader is allowed to read silently
with sustained attention, concentration, and comfort. In oral
reading, the reader is asked to read aloud. Since our primary
goal was to evaluate the accuracy of FLight, our sessions were
conducted in oral reading mode to measure wpm and the errors
while reading. Additionally, we conducted two more infor-
mal sessions in silent reading mode to report a quantitative
comparison in Table 3.

Writing
The adoption of writing was very quick after a short training
session. They intuitively started to use one hand to move the
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(a) A visually-impaired person while writing

marker and another hand to press the push button of marker
(as shown in Figure 15a). We noted down the time during
which the participants were able to achieve a spatial awareness
required for writing using the marker and our trajectory board.
We again found their perception towards haptic senses very
strong, the results of which were reflected in Figure 11b.

We asked the participants to write a paragraph for ten minutes
in each session, topics included but not limited to their country,
their favorite hobby, their parents, etc. Figure 15b presents a
snapshot showing small portion of a paragraph written by P4.
We then shuffled each piece of writing among the participants
and let them read what others have written. We report here
characters written per minute in Figure 16. This session was
lengthy because we cross-checked with the writer what he
actually intended to write. Nevertheless, when we asked them
to read back the written pieces, we evaluated based on what
was written only. Owing to previous practices, the participants
were able to read and understand the written characters. This
time the accuracy of reading was 100%.

Usability Survey

In addition to performing user evaluation, we perform a usabil-
ity survey that explores both formal and informal comments
and reviews from focus group participants.

Ease of Use: Our iterative design method helped us to gain

generous feedback from focus group participants. Our reading

technique evolved from an object (pen) [7] to a wearable form-
factor, with significant improvement. All of the participants

liked our wearable glove. P3 said, “Well, I like this glove-thing

more. It tells me the character, not that irritating beep like

before.” We found them happy knowing that they can read

printed materials from regular printers. “Really? You can do
that?”, exclaimed P5 in a surprising tone. P3 explained why

his friend was surprised, “We do not have Braille versions of
any non-academic books, so we do not read story books, we

listen to radio sometimes.” The audible character feedback

generated some concerns. The initial American accent ap-
peared to be difficult for them. They struggled with alphabets

having closely related phonetic sounds in American accent.
For example, {‘B’, ‘P’, ‘T’}, {‘B’, ‘D’}, and {‘T’, “Y’}. The

error rates were discussed in section “Phase 3”. We later ex-
perimented with a local dialect of English alphabets. They

were also curious about writing when we said they can write

with a pen too. However, P2 said, “I would love a shorter pen

for writing that fits my fist.” Shorter retractable pen, although

available in other countries, were unfortunately absent in the

local market of Bangladesh.

Will Grown-ups Accept FLight?” We made formal and in-
formal discussions with two visually-impaired undergraduate
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(b) Small portion of a paragraph written by P4
Figure 15. Deployment of writing tool involving the focus group
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Figure 16. Characters written

per minute
Statement P1 P2 P3 P4 P5
The wearable was comfortable 5 5 5 4 4
I prefer gloves over previous pen 5 5 5 4 5
Reading was easy 5 3 5 4 3
Writing was easy 4 3 5 4 4
Writing was intuitive 55 5 5 5
I enjoyed FLight overall 55 5 55
I will use FLight in future 5 3 3 2 4

Table 4. Results from the questionnaire on 5-point Likert scale

students at the University of Dhaka (DU). We asked them to
try out FLight. We found them excited in the beginning, how-
ever, we felt that they were reluctant to try out further after two
sessions. We then asked them how they manage their daily
academic activities. Three important facts evolved here - (1)
they do not have Braille books in the university although DU
own one Braille embosser which has been out of service for
some years, (2) they rely on audio recitations made by their fel-
low sighted peers, and (3) none of them own a smart phone or
gadget, rather they find feature phones easy to use. These facts
are important, particularly because other low income countries
reflect them as well. Nevertheless, when we asked them how
they appear in examinations, they replied, “We bring a junior
as a writer; we dictate, they write.” Consequently, it became
clear to us their apparent disinterest to use FLight, because
they had long deserted reading and writing in Braille, and were
more used to with audio based activities. This led us to focus
on children as primary participant, because, early adoption of
a system always plays a vital role in its future uses.

Summary: We summarize the user feedback in Table 4. We
let the participants answer or express their opinion based on
the 5-point Likert scale. Here, ‘1’ referred to ‘strongly dis-
agree’, ‘2’ referred to ‘disagree’, ‘3’ referred to ‘undecided’,
‘4’ referred to ‘agree’, and ‘5’ referred to ‘strongly agree’.

DISCUSSION
In this section, we discuss the reading speed, Braille profi-
ciency, and the cost effectiveness pertinent to FLight.

Reading Speed: From Table 3 we see that wpm count using
FLight is close to that of the standard Braille reading speed
in both cases for the same set of participants. Although wpm
count using FLight appear as a concerning issue, note that,
our participants are students from Class 1 to 5 whose average
wpm is less than adults” wpm measure. Moreover, the reported
values in Table 3 conform with [26] for the same age group.
Besides, one of the teachers at the school also commented
about the reading speed, “The last time a student said your
devices could read 2 wpm, right? And now its 13 wpm! This
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Using Braille Using FLight

Dimension (Ixwxh) cm 27x24x4  29.7x21x4.5
Number of pages 203 542
Printing cost $52 $8
Paper cost (500 pages) $31.93 $3.83

Table 5. Comparison between Braille printing and printing for FLight

is great improvement. You see, people take a month long to
grasp Braille itself, so with practice they can improve with
your device as well.”

Braille proficiency: While we argue that Braille is important,
it might appear to the reader that FLight is penalizing Braille
proficiency while reading. There are two reasons why FLight
facilitates such reading process. First, from [7], we know
that perceiving the relative positions of six dots and simul-
taneously recognizing the character was slow and stressful.
FLight addressed these two issues by automating the char-
acter recognition process and providing an audio-feedback
based on the recognized character. Second, FLight offers a
coherent solution to address reading and writing problems.
Writing with FLight requires as much proficiency in Braille
as required in standard Braille. Therefore, FLight does not
penalize Braille proficiency as a coherent solution. As a low-
cost tool with an inclusive design addressing both reading
and writing problems, FLight encourages Braille proficiency
similar to standard Braille.

How Low is Our Low-cost?: In Table 5 we show a com-
parison between conventional Braille printing and printing
for FLight for the same text book of Class 5. In terms of
only printing cost, our system is 80% more cost-effective than
Braille printing. Note that, we have excluded here other vari-
able and fixed cost involved in production, such as labor cost,
transport cost, maintenance cost, etc. The press owners were
reluctant to share these information with us fearing us to be
journalists or other private competitors. We therefore reserve
from reporting unsure and approximate numbers. Moreover,
visually-impaired people use art papers while writing by bor-
ing holes. While using FLight, a visually-impaired person can
use normal paper, which is 8 x cheaper than art paper. Note
that, our current implementation is fashioned by hand-made
lab equipments and limited to DIP package only. Character
density is influenced by the size of our reading device. This
has been discussed in section “Phase 3”. Overall, FLight is a
cost-effective system than state-of-the-art practices.

FUTURE WORK
We summarize here the potential future work in this section.

Continuous Reading: The current difficulty in temporal do-
main is due to a limitation in tactile representation and feed-
back. Contrary to existing implementation, a system with
continuous scan and read will improve reading time and words
per minute count.

Multi-button Retractable Pen: Instead of a single button
retractable pen, we wish to explore the use of six-button (cor-
responding to six dots) retractable pen. The size of the tip will
be similar to the size of the current Coupling unit, having six
independent nib corresponding to six buttons.
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CONCLUSION

In this study, we propose FLight, a low-cost system compris-
ing a wearable device for reading, a retractable pen for writing,
and a tactile trajectory board for assisting reading and writing.
FLight uses Braille as the underlying medium of textual repre-
sentation. In this system, Braille characters are printed using

normal ink-based printers available in our homes and offices.
We exploit the classical reflection model of light, design a low-
cost (<$10) wearable device for recognizing Braille characters,
and provide audible feedback. Besides, the retractable pen

with COTS frame at the tip serves tactile grip while writing

using the trajectory board. The entire design process evolved

in a participatory fashion involving focus group members. We

evaluated our system with the focus group members consisting

five visually-impaired children. Using our system, participants

achieved up to 13 words per minute (wpm) in reading and 33

characters per minute (cpm) in writing.

We observed an uncompromising importance of accents in the
audible feedback. Participants favored local accent English
over American accent. We also observed significant improve-
ment on reading speed (wpm) over successive sessions. The
least time period a participant in our focus group took to learn
conventional palpable Braille system is 1 month; consequently
we believe that with improvements in the device and prac-
tice by the participants, reading wpm and writing cpm will
improve. On top of everything, FLight is cost-effective, as
printing Braille characters based on normal ink can reduce
printing cost by more than 80%. Such a cost-saving system
is very important and significantly impacts the lives of less-
privileged visually-impaired people.
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