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Figure   1:   The   XRgonomics   toolkit   aims   to   facilitate   the   design   of   ergonomic   3D   UIs,   common   in   mixed   reality   applications   
(left).   We   use   a   user’s   physiological   model   to   compute   the   ergonomic   cost   of   interaction   at   each   reachable   position   in   the   
interaction   space   (center).   In   XRgonomics,   creators   can   visualize   this   cost   through   colored   voxels   in   the   interaction   space:   red   
indicates   high   and   blue   low-cost   areas   (right).   

ABSTRACT 
Arm discomfort is a common issue in Cross Reality applications 
involving prolonged mid-air interaction. Solving this problem is 
difcult because of the lack of tools and guidelines for 3D user 
interface design. Therefore, we propose a method to make existing 
ergonomic metrics available to creators during design by estimat-
ing the interaction cost at each reachable position in the user’s 
environment. We present XRgonomics, a toolkit to visualize the 
interaction cost and make it available at runtime, allowing creators 

-
ios show how the toolkit can support 3D UI design and dynamic 
adaptation of UIs based on spatial constraints. We present results 
from a walkthrough demonstration, which highlight the potential 
of XRgonomics to make ergonomics metrics accessible during the 
design and development of 3D UIs. Finally, we discuss how the 
toolkit may address design goals beyond ergonomics. 

CCS   CONCEPTS   
•   Human-centered   computing   →   Mixed   /   augmented   reality;   
Virtual   reality;   Systems   and   tools   for   interaction   design;   Ac-
cessibility   design   and   evaluation   methods;   Walkthrough   evaluations;   
Graphical   user   interfaces.   

KEYWORDS 
3D User Interfaces, Ergonomics, Toolkit, Computational Interaction, 
Optimization, Adaptive User Interfaces, Mid-air Interaction 

to identify UI positions that optimize users’ comfort. Two scenar
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1   INTRODUCTION   
Cross   Reality   (XR)   technologies   are   becoming   mainstream   as   hard-
ware   gets   more   accessible,   resulting   in   new   applications   across   
diferent   sectors   [10].   Despite   the   shift   in   interaction   paradigms   
(e.g.,   from   mouse   input   to   mid-air   interaction   with   controllers),   in-
terface   elements   and   design   guidelines   for   XR   User   Interfaces   (UIs)   
are   often   inspired   by   2D   UI   design.   This   infuence   can   negatively   af-
fect   user   experience   (UX)   [28].   In   particular,   recent   literature   shows   
that   creators   struggle   to   address   the   physical   aspects   of   XR   expe-
riences   [1].   Existing   challenges   involve   designing   the   posture   of   
users   and   reducing   fatigue.   Remarkably,   this   problem   persists   even   
though   substantial   research   in   the   HCI   community   has   focused   on   
mid-air   interactions   in   the   past   decade,   proposing   design   guidelines   
and   evaluation   metrics.   A   possible   explanation   is   that   these   are   
difcult   to   apply   during   design   and   development   of   XR   applications   
because:   

•   Proposed   metrics   [23]   and   models   [25]   focus   on   evaluating   
mid-air   interactions   that   already   exist   but   do   not   directly   
support   the   creation   of   new   3D   UIs.   

•   General   guidelines   [3,   23]   do   not   apply   to   the   dynamic   nature   
of   MR   applications   that   need   to   adapt   constantly   to   the   user’s   
context   [30].   

To   address   these   issues,   we   propose   a   method   to   make   existing   
ergonomics   metrics   accessible   to   creators   during   design.   We   use   
a   physiological   model   of   the   arm   to   assign   a   cost   of   interaction   to   
any   point   in   the   user’s   reachable   3D   space,   that   we   call   ergonomic   
cost.   Its   computation   comprises   the   following   steps:   

(1)   Discretization   of   the   interaction   space   –   transfer   of   the   
continuous   interaction   space   into   a   discrete   representation.   

(2)   Computation   of   arm   poses   –   computation   of   multiple   arm   
poses   for   each   position   in   the   interaction   space   using   Inverse   
Kinematics   (IK).   

(3)   Computation   of   ergonomic   cost   –   calculation   of   the   er-
gonomic   cost   for   each   arm   pose   using   existing   metrics   and   
heuristics   that   assess   ergonomics.   

To   make   our   method   accessible   to   creators,   we   introduce   XR-
gonomics   - a   toolkit   to   compute   and   visualize   the   ergonomic   cost   of   
the   user’s   3D   interaction   space.   It   comprises   two   major   components:   
A   Graphical   User   Interface   (GUI)   and   an   Application   Programming   
Interface   (API).   The   GUI   allows   creators   to   visualize   the   ergonomic   
cost   associated   with   each   position   in   the   interaction   space.   The   API   
gives   access   to   this   data   at   runtime   to   support   development   of   adap-
tive   interfaces.   XRgonomics   does   not   require   any   specifcations   
about   the   XR   application,   making   it   easy   to   use   during   various   de-
sign   processes.   To   achieve   this,   we   simplify   the   computation   of   the   
ergonomic   cost   by   considering   only   static   arm   poses.   We   disregard   
users’   arm   motion   between   points   of   interaction   which   is   difcult   
for   creators   to   predict   [1].   

Belo et al. 

Two scenarios show how the toolkit can support the design of 
static UI elements and dynamic adaptation of UIs based on spatial 
constraints. To assess the usefulness of the toolkit, we present our 
fndings from a walkthrough demonstration conducted with UI 
design experts. Finally, we discuss the potential of XRgonomics to 
address design goals beyond ergonomics. All the source code is 
available at: https://github.com/joaobelo92/xrgonomics. 

2 BACKGROUND AND RELATED WORK 

2.1 Designing for Ergonomics 
2.1.1 Ergonomic factors in physical workstation design. Assessing 
ergonomic factors plays an important role when designing physical 
spaces, such as workstations, cars, and terminals. Much prior work 
in this domain estimates discomfort and ergonomic issues based 
on simple heuristics, such as joint angles. An example is RULA, 
a survey method for investigating work-related upper limb disor-
ders [32]. RULA records working postures and attributes scores 
depending on risk factors. It assesses the risk for upper limb dis-
orders considering aspects such as arm poses, movements, and 
forces. 

Analysis of robot workspaces shares challenges also found in 
ergonomics design. For instance, Zacharias et al. [44] proposed a 
method to show which positions are easy to reach for robot arms. 
A signifcant challenge inherent to these scenarios is the limitation 
imposed by the agent’s physical environment. For example, the 
physical space within a car cockpit limits the possibilities for where 
to mount a dashboard. In contrast, virtual workspaces are more 
fexible and allow the 3D user interface to adapt continuously to 
the user’s context. 

2.1.2 Ergonomic factors in mid-air interaction. Ergonomics are a 
signifcant factor in the design of virtual user interfaces, particu-
larly in 3D UIs. Arm fatigue is one of the main issues designers 
must consider [28]. It is a common problem in interaction with ver-
tical screens, also known as the gorilla-arm efect [7]. Researchers 
have proposed novel approaches to address this issue, ranging from 
novel interaction techniques [7, 15, 31] to UI optimization meth-
ods [33] to reduce muscle strain and fatigue. What these approaches 
have in common is that they intend to reduce fatigue in interaction. 
Among the most prominent qualitative methods to assess subjective 
fatigue are Likert scales [8], the NASA Task Load Index (NASA-
TLX) [21], and the Borg CR10 scale [6]. HCI studies usually apply 
these approaches because they are non-invasive and do not require 
specialized equipment. However, substantial work must go into 
preparation and user studies, and these techniques provide only a 
coarse estimation of fatigue. While objective methods overcome 
some of these limitations, techniques used in biology and sports 
science often rely on external measurements, such as muscle acti-
vations [9], blood pressure [40], and heart rate [39]. Because these 
methods require specialized equipment and might interfere with 
the user’s task, they are often inappropriate for HCI studies. 

The HCI community has proposed alternatives to objective meth-
ods that are not intrusive. For example, Consumed Endurance 
(CE) [23] is a metric that tracks the user’s arm pose to quantify 
arm-fatigue. CE computes the center of mass of the arm over time 
and uses that information to predict how long the user can continue 

https://doi.org/10.1145/3411764.3445349
https://doi.org/10.1145/3411764.3445349
https://github.com/joaobelo92/xrgonomics
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interaction before the shoulder muscles need rest. The authors show 
that the metric correlates well with the Borg CR10 scale and pro-
pose several guidelines for the design of mid-air UIs. Other studies 
use muscle activations from biomechanical models as indicators 
of fatigue. Bachynskyi et al. [2] show that predictions of muscle 
activation from static optimization correlate well with EMG data. 
In subsequent work, Bachynskyi et al. [3] applied biomechanical 
simulations to create a set of heuristics for designing 3D pointing 
interfaces, highlighting the potential of biomechanical simulations 
in UI design. Later, Jang et al. [25] proposed a method for modeling 
cumulative fatigue. Their approach quantifes arm fatigue by intro-
ducing a model for estimating muscle states (active, rest, fatigue) 
and uses a biomechanical arm model to estimate maximum shoul-
der strength. This approach makes it possible to consider periods 
of both interaction and rest. 

Another ergonomic issue interlinked with fatigue is user com-
fort [28]. User comfort covers both physical and psychological 
dimensions, encompassing broader aspects such as posture and 
social awkwardness that may arise from using gestures in public 
spaces. Although there is work exploring subtle mid-air interac-
tion [31], we are not aware of guidelines or objective metrics to 
evaluate this issue. 

The primary goal of XRgonomics is to make ergonomics metrics 
accessible to creators during design. We use established objective 
metrics as heuristics for comfort, to assess the quality of positions 
in the interaction space regarding ergonomic factors, such as fa-
tigue. Our toolkit supports several of the metrics introduced above, 
namely RULA, Consumed Endurance, and muscle activations. 

2.2 Computational Support For UI Design 
Already 20 years ago, Myers, Hudson and Pausch highlighted the 
need for toolkits to support the creation of user interfaces [34]. 
Since then, researchers have proposed several computational meth-
ods to support UI design (see survey by Oulasvista et al. for an 
overview [36]). Some of these methods focus on ensuring user per-
formance, while others make suggestions to improve the aesthetic 
qualities of an interface. Such computational methods often difer 
in the degree of involvement of the designer. At one end of the 
spectrum, tools automatically create UI designs and do not require 
designer involvement [16]. Other toolkits support the creator by 
observing their design process, evaluating manually created solu-
tions, and generating alternative designs or changes, which the 
creator can choose to follow [4, 42]. Studies show that such tools 
improve the quality of designs and inspire creators, ultimately re-
sulting in a collaborative environment involving the designer and 
the toolkit [27]. 

The support of computational methods is crucial for MR applica-
tions where the context of the user continuously changes. Existing 
work has explored methods that automatically determine where 
to place virtual content [14, 17, 35]. Others have investigated how 
to display virtual content to the user [13, 26, 41], or a combina-
tion of multiple aspects [30]. However, none of these automated 
approaches considers ergonomics. Designing for the physical as-
pects of interaction is one of several common difculties during the 
creation of XR applications, as highlighted recently by Ashtari et 

CHI ’21, May 8–13, 2021, Yokohama, Japan 

al [1]. Among the key challenges identifed by the authors, we aim 
to address the lack of concrete and accessible design guidelines. 

In this work, we use computational methods to support 3D UI 
design for MR and VR applications. XRgonomics is a toolkit that 
supports the visual exploration of the design space in terms of 
ergonomics, enabling creators to make informed decisions about 
where to place UI elements as part of their standard design process. 
Also, creators can use XRgonomics to guide the layout of 3D UIs at 
runtime and specify areas of interaction to avoid or prioritize. 

3 ERGONOMIC COST PIPELINE 
When designing XRgonomics, our primary goal was to create a 
method that supports the design of ergonomic user interfaces dur-
ing the early design stages of XR applications. To facilitate acces-
sibility, we did not want to impose constraints on the application 
itself, nor require the content creator to provide extensive input 
about the to-be-designed interface (e.g., usage data, user profles, or 
physical environment). For that reason, we developed an approach 
that does not make assumptions about the interaction space or 
interaction techniques involved. Another noteworthy aspect is that 
interaction in XR applications is often context-dependent. Consider 
a typical Hololens 21 application, where the UI comprises virtual 
mid-air interaction with buttons and sliders. Contextual aspects 
such as the task, environment, or user’s pose can limit interaction 
with the system. For this reason, general guidelines for ergonomic 
3D interface design are often inappropriate for XR applications. To 
overcome this challenge, we facilitate exploration of the interaction 
space during UI design and allow developers to use ergonomics met-
rics at runtime. In our approach, we analyze the entire interaction 
space and assign a cost of interaction at each reachable position in 
3D space. We call this the ergonomic cost. For it to be accessible 
in real-time, we propose a pipeline that shifts the computation-
ally intensive tasks to a pre-processing stage. This ergonomic cost 
pipeline comprises three steps that we describe in the following 
sections. Our approach allows the comparison of distinct reachable 
positions regarding diferent ergonomic aspects, opening novel 
possibilities for designing and optimizing user interfaces. 

3.1 Discretization of the Interaction Space 
In the initial step of the pipeline, we transfer the continuous interac-
tion space into a discrete representation. This is necessary to make 
the problem computationally tractable. Hence, we represent the in-
teraction space as a 3D Cartesian grid and call each element a voxel 
- a common term in computer graphics. We defne the interaction 
space based on the positions a human can reach and manipulate 
objects with his hands from a fxed torso position, a concept also 
known as the reach envelope [11]. We use a simple kinematic chain 
between the shoulder and hands. A user representation that in-
cludes both arms requires a fxed ofset between the shoulders and 
thorax. However, the shoulder’s mechanics are complex, and shoul-
der joint motion depends on its component joints [24]. Hence, this 
simplifcation results in some loss of precision, but not enough to 
justify a more complex kinematic chain for our use case. 

To generate the interaction space’s voxel representation, we start 
by setting up voxel dimensions with a default side length of 10cm. 
1https://www.microsoft.com/en-us/hololens/hardware 

https://www.microsoft.com/en-us/hololens/hardware
https://1https://www.microsoft.com/en-us/hololens/hardware
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Creators can adjust the voxels’ side length to change the granularity 
of the interaction space representation. We use a simple algorithm 
that iterates through an overestimated 3D Cartesian grid in a cube 
(Figure 2, black cube). Its side length is equal to the kinematic chain 
dimensions, which delimit the arm’s reach. Applications can include 
a calibration step, so these dimensions accurately refect the user. 
In our standard implementation, we use the arm dimensions of 
the 50th percentile male [18]. Then, we verify which voxels belong 
to the interaction space, removing the voxels outside of the reach 
envelope (Figure 2, yellow sphere). We do this by checking whether 
the distance from the shoulder to the center of a voxel is smaller or 
equal to the user’s arm length. 

3.2 Computation of Arm Poses 
At the end of the pipeline, the result will be the cost of interaction 
for each position in the user’s reach. But frst, we must compute 
multiple poses the arm can take to reach each voxel in the inter-
action space. Related work points out lower risks of injury and 
reduced muscle load for postures with the wrist in a neutral posi-
tion [32] (deviation and twist is 0 degrees). We aim to fnd the pose 
that minimizes discomfort, and because postures of the wrist in 
neutral positions are considered optimal, we simplify the kinematic 
chain further by removing this degree of freedom. This results in a 
two-segment body of the arm, where the forearm and wrist consti-
tute a single segment (see Figure 2, pink kinematic chain). While 
this approach considers fewer possible arm poses, it signifcantly 
reduces the complexity of the inverse kinematics (IK) process and 
computation time of the pipeline. We base our IK process on the 
work of Tolani et al [43]. Considering fxed end-efector and shoul-
der positions, the elbow is free to swivel on an axis between these 
two points (see Figure 3), allowing us to express the elbow position 
as a function of ϕ about the û axis:

e = r [cos(ϕ) û + sin(ϕ) v̂] + c 

Where r denotes the radius and c the center of the circle described 
by the swiveling elbow joint [43]. The variable ϕ controls the elbow 
position, which is at its lowest height when ϕ = 0. Note that the 

Figure   2:   The   interaction   space   is   computed   from   an   overes-
timated   3D   Cartesian   grid   (black   cube)   and   delimited   by   the   
user’s   reach   envelope   (yellow   sphere).   A   simple   kinematic   
chain   representing   the   user’s   arm   can   be   seen   in   pink.   

Belo et al. 

arm’s physiology constrains the ϕ value and we disregard unrea-
sonable postures of the arm, based on impossible joint angles and 
elbow positions. Therefore, to generate arm poses, we increase 
ϕ by a constant value ψ , which determines how much the elbow 
rotates until it reaches an anatomically impossible threshold (e.g., 
150 degrees). Here, the ψ value determines how fne-grained the 
discretization of the elbow position is. At this stage, it is possible 
to customize thresholds for ϕ and create additional rules, to con-
sider factors such as a user’s physical impairments or constraints 
imposed by hardware. 

3.3 Computation of the Ergonomic Cost 
Our toolkit implements established metrics from HCI and ergonomics 
research to assess the ergonomic cost of each reachable voxel. In 
theory, any metric that considers arm poses to assess ergonomic 
factors is appropriate to compute this ergonomic cost. XRgonomics 
currently supports consumed endurance (CE) [23], Rapid Upper 
Limb Assessment (RULA) [32], and muscle activations from biome-
chanical simulations. Notice that some of these metrics, such as CE, 
consider motion. In those cases, we adjust the metric to consider 
only static arm poses and use the result as a heuristic for strain. In 
other words, the ergonomic cost is a measure of how comfortable 
it is to maintain interaction at a specifc position in the interaction 
space. 

In the previous step of the pipeline, the toolkit generated several 
arm poses for reaching each voxel. We then compute the ergonomic 
cost for each of these poses, and assign the one of these costs (i.e., of 
the pose with least discomfort) to the corresponding voxel. We base 
this strategy on fndings that humans tend to use more efcient 
poses [37]. 

In XRgonomics, a creator can compute the ergonomic cost us-
ing one of the supported metrics, or combine multiple metrics by 
assigning a weight to each. In the next sections we will describe 
how we applied each metric in our pipeline. 

3.3.1 Consumed Endurance (CE). To quantify fatigue in mid-air 
interaction, CE [23] considers endurance of the shoulder in terms 
of torque as ratio to the interaction time. We follow the authors’ 

Figure   3:   Our   inverse   kinematics   approach   considers   the   
shoulder   and   end-efector   (i.e.,   hand)   positions   to   be   fxed,   
and   the   elbow   is   free   to   swivel   about   the   shoulder-hand   axis.   
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approach and use shoulder torque as an index for muscle strain. As 
the authors mention, when there is no motion, the shoulder torque 
has to match the gravity torque д®: 

 

          ® = ∥®r × mд®∥ Tshoulder 

Where r® is the distance from the shoulder joint to the center of mass 
of the arm, and m is the mass of the arm. Since we are working 
with static poses, we can directly compute the center of mass of 
each pose and apply the formula above. The result is a heuristic for 
the ergonomic cost based on the CE approach to estimate muscle 
contraction. 

3.3.2 Rapid Upper Limb Assessment (RULA). RULA [32] assigns 
posture scores to the upper limbs, neck, trunk and legs, depending 
on joint angles. Combining that information with muscle and force 
scores, the method results in a fnal score to assess risk factors 
associated with upper-limb disorders. Even though our approach 
only considers arm poses, RULA posture ratings convey relevant 
information about postures that prevent or might result in upper 
limb disorders. Hence, we use RULA’s posture scores to compute 
a score based on the joint angles of the upper and lower arms’ 
joint angles (see posture scores for group A [32]). Low posture 
scores refect a working posture with minimal risk factors, while 
higher numbers indicate an increasing presence of risk factors. The 
fnal score can indicate which positions in the interaction space are 
preferable to avoid upper-limb disorders. 

3.3.3 Muscle activations from Biomechanical Simulations. Biome-
chanical simulations can estimate muscle activation for a motion, 
which can indicate energy consumption and fatigue [2]. Therefore, 
this method has great potential as a heuristic for the design of 3D 
UIs. Typical biomechanical simulation pipelines use experimental 
motion data, which typically involve mapping physical to virtual 
markers, scaling the model to match the subject dimensions, using 
inverse kinematics to compute joint angles, and a fnal step to esti-
mate muscle activations [3]. For our simulations we use OpenSim 
4.12, an open-source tool for biomechanical modeling and simu-
lation [12], and the upper extremity model created by Saul et al. 
(MoBL) [38]. This model has the dimensions of the 50th percentile 
male, and must be scaled to support other arm dimensions. Because 
we generate arm poses in the previous step of the pipeline, we only 
use OpenSim to estimate muscle activations. However, we must 
convert our vector representation of the arm’s pose into OpenSim’s 
generalized model coordinates and generate corresponding motion 
fles where each arm pose remains static over a short time (refer 
to the source code for more details). We use static optimization3 

to estimate muscle activations for each pose, which is a fast and 
efcient method. To run our simulations, we follow Hicks et al.’s 
recommendations [22]. We used reserve actuators to prevent the 
model from being under-actuated and avoid failures in static opti-
mization. These reserve actuators complement the model’s muscles 
when these cannot generate sufcient forces to achieve a pose. It is 
important that reserve moments are small or non-existent [22], so 

2https://simtk.org/projects/opensim 
3https://simtk-confuence.stanford.edu/display/OpenSim/How+Static+ 
Optimization+Works 
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that the model’s muscles exert most of the forces necessary to main-
tain each pose. Hence, we use low optimal forces in our reserve 
actuators, to ensure the cost function in the static optimization 
algorithm prioritizes muscle forces. Because MoBL is a complex 
model and static optimization can converge to diferent results, we 
analyze each pose over time and save the timeframe that minimizes 
reserve actuation for each pose. This results in an activation value 
for each muscle and reserve actuator in the model. To facilitate 
comparison with other metrics, we combine these into a single 
ergonomic cost value. To do so, we average the muscle activations 
and sum all the reserve actuators. To prioritize results that mostly 
use muscle forces, we penalize cases where reserve moments are 
high. Note that while muscle activation ranges from 0 to 1, the same 
does not apply to reserve actuators. Therefore, we set a threshold 
for the maximum acceptable reserve forces (Tr eserve ), based on 
the net joint moments [22]. Then, we divide the sum of the reserve 
forces by Tr eserve , which will always result in a higher value than 
the average muscle activation, if it the reserve forces are above the 
threshold. This results in the following ergonomic cost function:Í Í  

    
   

 

  
    

   
 

M A 
n=1 nactivation n=1 aactivation 

erд cost = + 
M Tr eserve 

Where M is the number of muscles and A the number of reserve 
actuators in the model. 

4 THE XRGONOMICS TOOLKIT 
The pipeline described in section 3 constitutes the central part of 
XRgonomics, a toolkit that gives creators of 3D applications easy 

Figure 4: Visualization of the interaction space of the right 
arm using the supported metrics: A) Consumed endurance, 
B) RULA, C) Muscle activation, D) Weighted average (arith-
metic mean in this case). The image shows only the voxels 
at the 40 cm slice (x-axis) 

https://simtk.org/projects/opensim
https://simtk-confluence.stanford.edu/display/OpenSim/How+Static+Optimization+Works
https://simtk-confluence.stanford.edu/display/OpenSim/How+Static+Optimization+Works
https://2https://simtk.org/projects/opensim
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Figure   5:   The   XRgonomics   GUI   allows   creators   to   visualize   the   interaction   space   and   ergonomic   cost   of   each   voxel   according   
to   diferent   ergonomic   metrics.   We   will   briefy   describe   each   UI   element:   A)   Dropdown   menu   for   metric   selection;   B)   Slider   for   
voxel   size   setting;   C)   Menu   to   run   computation   pipeline   for   diferent   arm   dimensions;   D)   Buttons   for   retrieving   the   "optimal"   
voxel   with   the   lowest   ergonomic   cost;   E)   Checkboxes   for   enabling/disabling   spatial   constraints;   F)   Dropdown   list   with   com-
parison   operators   (=,   >=   or   <=);   G)   Sliders   for   setting   constraint   values;   H)   Checkbox   to   toggle   display   of   the   avatar   as   visual   
reference   for   the   shoulder   position;   I)   Camera   controls;   J)   Visualization   of   the   interaction   space   and   ergonomic   cost   in   form   of   
colored   voxels;   K)   Avatar;   L)   Color   mapping   for   the   ergonomic   cost,   from   blue   (most   comfortable)   to   red   (least   comfortable).   

access to ergonomics metrics during design and development of 
3D adaptive UIs. The toolkit comprises two major components: A 
Graphical User Interface (GUI) and an Application Programming 
Interface (API). The GUI allows creators to visualize the interaction 
space and each voxel’s ergonomic cost. It can support the design of 
static interfaces (e.g., positioning virtual buttons on a desk) or give 
an overview of diferent metrics and their correspondent ergonomic 
cost for diferent positions in the interaction space (Figure 4). The 
API allows developers to use the ergonomic cost at runtime. This 
feature allows developers to create adaptive 3D UIs that consider 
user comfort as a criterion in the formulation of the optimization 
problem. For example, developers can retrieve voxels that minimize 
the ergonomic cost under specifed spatial constraints in real-time. 
In this initial version of the toolkit, we consider only the right arm. 
Therefore, we set the center of the interaction space on the shoulder 
instead of the user’s thorax. The source code for XRgonomics is 
available at https://github.com/joaobelo92/xrgonomics. 

4.1 Graphical User Interface (GUI) 
The GUI is implemented in Unity and uses the API to retrieve the 
ergonomic cost data. By default, it supports the arm dimensions of 
the 50th percentile male [18]. Creators can directly change param-
eters, such as the user’s arm and voxel dimensions (Figure 5, C). 
Modifcations to other parts of the pipeline require updates in the 
source code (see API section for more details). The GUI allows cre-
ators to visualize the interaction space and each voxel’s ergonomic 

cost (Figure 5, J). The user can select between diferent ergonomic 
metrics supported by the toolkit (Figure 5, A). XRgonomics sup-
ports the metrics described in section 3.3 and a weighted average of 
those three metrics. Because the interaction space is a sphere, the 
voxels in the interior might be occluded. For that reason, the GUI 
features controls to apply spatial constraints on each coordinate 
axis (Figure 5, E), to limit the range of visible voxels. For example, 
it is possible to visualize a "slice" of voxels by adding an equality 
constraint on one axis (Figure 4). Creators can also reduce the ren-
dering dimensions of the voxels to visualize data through more 
than one "slice" (Figure 5, B). An avatar is depicted in the center 
of the GUI, as a reference for the user’s shoulder position in the 
interaction space (Figure 5, K). 

Each voxel is colored according to the selected metric and the arm 
pose with the minimum ergonomic cost. As previously mentioned, 
we base this design choice on the principle that humans tend to 
use efcient poses [37]. Because CE and Biomechanical simulations 
output continuous results, we normalize all the ergonomic cost data 
using a simple feature scaling formula: 

The color mapping is a linear interpolation from blue to red, rep-
resenting low to high ergonomic cost, respectively (Figure 5, L). 
This mapping allows creators to visualize and compare voxels with 
similar values. Note that computed muscle activations from biome-
chanical simulations difer by small values when not infuenced 

   
  

   

   
  

   

x − xmin 
xnew = 

xmax − xmin 

https://github.com/joaobelo92/xrgonomics
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Figure 6: Creators can click on a voxel to visualize the possi-
ble positions of the elbow and the pose’s ergonomic cost. 

by reserve forces, which may result in identical voxel colors, even 
though there is a diference in average muscle activations. There-
fore, we use a diferent normalization strategy to facilitate the 
visualization of this metric. We normalize the average muscle ac-
tivations, multiply them by a scaling factor, and sum it with the 
ergonomic cost previously computed. This makes voxels with high 
reserve forces appear red, while smaller diferences in the average 
muscle activations remain visible. 

Finally, creators can click on a single voxel to visualize the arm 
poses generated by the IK process and their correspondent er-
gonomic cost (Figure 6). Since we are using a simplifed kinematic 
chain, only the elbow positions difer in each pose. 

4.2 Application Programming Interface (API) 
We implemented the API in Python and used NumPy for most math-
ematical operations. The API has an endpoint to run the ergonomic 
cost pipeline for diferent arm and voxel dimensions, but developers 
must update the source code to change parameters in the inverse 
kinematics step, such as joint rotation limits or complex spatial con-
straints. While we implemented the algorithms for CE and RULA, 
the toolkit uses the OpenSim 4.1 Python bindings to run biomechan-
ical simulations. However, XRgonomics does not directly support 
scaling of the arm or other changes to the biomechanical model, 
and the OpenSim tool is necessary for such tasks. We store voxel 
and ergonomic cost data in R*Trees [5], using an SQLite database. 
This makes it fast to fnd positions in 3D space that minimize a 
particular ergonomic metric or meet specifc requirements. R*trees 
allow developers to query voxels within a bounding-box or arbi-
trary shapes like the area visible to a 3D camera. For networking, 
the API uses the ZeroMQ4 framework, a fast messaging library. 
These networking features allow the API to communicate with the 
GUI (Unity), and enable developers to integrate XRgonomics in 
their applications. For example, developers can run the ergonomic 
cost pipeline for custom arm dimensions and retrieve data under 
specifed spatial constraints. In our tests, the response time for 
such queries was less than 10ms, showing that the API can process 
requests in real-time and is suitable for XR applications. 

4https://zeromq.org/ 

Figure   7:   Creators   can   use   the   XRgonomics   GUI   to   guide   the   
design   of   static   UI   elements   in   traditional   AR   applications.   
Representations   of   physical/virtual   objects   can   be   added   in   
the   Unity   scene   to   facilitate   the   task.   In   this   case,   the   cre-
ators   use   constraints   on   the   x   and   y   axis   to   visualize   the   in-
teraction   space   above   and   to   the   right   zone   of   a   table.   

5 EVALUATION OF THE TOOLKIT 
Ledo et al. introduced a categorization of evaluation strategies 
for HCI toolkit research [29]. We applied two strategies identifed 
in this work to evaluate XRgonomics. First, we illustrate what the 
toolkit might support by discussing the usage of XRgonomics in two 
distinct scenarios: ergonomically optimized placement of static 3D 
UI elements, and runtime adaptation of a 3D UI based on dynamic 
constraints. Then, we collect feedback from potential toolkit users 
to explore its utility through a walkthrough demonstration. 

5.1 Demonstration of Application Scenarios 
To demonstrate the functionality of XRgonomics, we implemented 
two application scenarios for 3D UI design that we describe in the 
following sections: 

5.1.1 Guiding the placement of static UI elements. Consider a "tradi-
tional" AR application, as Grubert describes it [19], where a designer 
defnes the position of UI elements based on the user’s pose. Cre-
ators can use the XRgonomics GUI to visualize the ergonomic cost 
for each position in the user’s interaction space and guide the place-
ment of 3D UI elements under specifed constraints. For example, 
consider positioning virtual input elements on an ofce desk. The 
designer can analyze all the positions above the desk by setting 
constraints on diferent axes (see Figure 7), and use this information 
to design virtual elements such as a calculator or a drawing-board. 

5.1.2 Dynamic adaptation of 3D UIs. Changes in the user’s task, 
environment, and pose can limit interaction in MR applications. 
Because context changes are difcult or impossible to predict during 
design and development, a solution is to adapt the UI to the user’s 
context at runtime. We implemented a prototype to show how 
creators can use XRgonomics to design adaptive ergonomic UIs. 
In this simplifed MR scenario, we use the XRgonomics API to 

https://4https://zeromq.org
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Figure   8:   A   proof-of-concept   application   on   the   Hololens   allows   automatic   placement   of   a   virtual   menu   (music   player)   in   the   
ergonomically   optimal   position   within   the   user’s   FoV.   The   left   image   shows   the   user   interacting   with   the   virtual   menu   while   
looking   straight   ahead.   The   upper   right   visualization   shows   the   ergonomic   cost   within   the   user’s   current   FoV.   When   turning   
the   head   in   other   direction,   the   constraints   are   updated   based   on   the   new   FoV   (right   picture).   With   a   gesture,   the   user   can   
summon   the   menu   to   reappear   in   the   most   comfortable   position   within   this   new   zone   of   the   interaction   space.   

adapt the placement of a virtual music player menu in a Hololens 
2 application. The UI consists of a virtual 3D menu with buttons 
to play, stop, or change songs. Although the controls are easily 
accessible when the menu is visible, the limited feld of view (FoV) 
of the Hololens can make interaction challenging. To overcome this 
issue, the user can request the menu to move into his FoV with a 
gesture (see Figure 8). The prototype then uses the XRgonomics 
API to identify the most comfortable and reachable position in the 
user’s FoV and moves the virtual menu there. To achieve that, we 
use the view frustum of the Hololens as a spatial constraint. This 
application was implemented in Unity, using the Mixed Reality 
Toolkit (MRTK) and XRgonomics API. MRTK provides algorithms 
to facilitate the positioning of virtual menus (solvers5). However, 
these are limited to behavior like surface magnetism or following a 
virtual object and do not consider ergonomics. 

5.2   Walkthrough   Demonstration   of   Toolkit   
To   explore   the   utility   of   the   toolkit,   we   conducted   a   walkthrough   
demonstration   [29]   with   representatives   from   our   target   group,   
such   as   UI   designers,   developers,   and   HCI   researchers.   The   study   
comprised   six   phases   (Table   1).   In   each   phase,   we   conducted   semi-
structured   interviews   with   open-ended   questions,   rather   than   using   
for   example   questionnaires,   to   gain   more   in-depth   insights.   We   will   
discuss   the   goals   and   fndings   from   each   phase   in   the   following   
sections.   Due   to   the   COVID-19   pandemic,   the   study   was   conducted   
online   through   a   video   conferencing   tool   with   screen   sharing.   For   
further   reference,   the   study   protocol,   interview   transcripts,   and   
questionnaires   are   available   in   the   project   repository.   We   recruited   
eight   participants   (2   female;   age:   M   =   31.3,   SD   =   2.8).   All   partic-
ipants   were   familiar   with   UI   design   and   XR   technology,   as   they   
were   professional   software   developers   or   VR/MR   researchers.   Most   
participants   were   uncertain   about   the   concept   of   ergonomics,   and   
none   had   prior   knowledge   of   the   metrics   RULA,   CE,   or   muscle   
activations.   

https://developer.apple.com/design/human-interface-guidelines/ios/system-
5https://microsoft.github.io/MixedRealityToolkit-Unity/Documentation/README_   capabilities/augmented-reality/   
Solver.html 7   https://designguidelines.withgoogle.com/ar-design/   

5.2.1   Review   of   3D   UIs.   In   an   initial   discussion   about   3D   UI   design,   
we   aimed   to   learn   about   participants’   prior   knowledge   and   concerns   
regarding   ergonomics.   Three   participants   could   relate   directly   to   
ergonomics   and   fatigue   issues   (P1,   P3,   P7)   and   all   acknowledged   the   
importance   of   the   topic.   However,   none   had   addressed   the   problem   
in   practice   and   they   were   not   aware   of   existing   metrics   or   strategies   
to   use,   apart   from   referring   to   guidelines   for   particular   tools   (e.g.,   
ARKit6   and 7   ARCore )   (P3).   These   insights   highlight   one   of   the   key   
barriers   identifed   by   Ashtari   et   al.   [1],   about   the   difculties   in   
designing   for   the   physical   aspects   of   AR/VR   applications.   

5.2.2   Introduction   of   GUI.   In   this   phase,   we   introduced   the   XR-
gonomics   prototype,   explained   the   interaction   space   voxel   represen-
tation,   and   instructed   the   participants   on   how   to   use   the   GUI   (see   
section   4.1).   To   confrm   that   participants   understood   the   visualiza-
tion   based   on   our   explanations,   we   prompted   them   to   describe   the   
ergonomic   characteristics   of   the   interaction   space   when   referring   
to   a   "slice"   of   voxels   using   the   CE   metric,   as   illustrated   in   Figure   5   
(J).   All   participants   showed   an   intuitive   understanding   of   blue   areas   
being   "most   comfortable"   (P1),   "easiest"   (P5),   and   "most   relaxed"   (P7)   
to   reach   with   the   hand.   We   then   challenged   their   understanding   
of   this   visualization,   by   pointing   out   some   questionable   CE   results   
for   positions   above   head-level   (see   Figure   5).   Several   participants   
expressed   some   uncertainty   and   even   disagreement   with   the   values   
in   this   area,   which   they   perceived   as   hard   to   reach   and   therefore   
expected   a   higher   ergonomic   cost   (e.g.,   P0,   P3,   P4,   P7).   However,   in-
stead   of   doubting   the   metric,   they   came   up   with   likely   explanations   
for   why   their   opinions   were   wrong   (e.g.,   P1,   P3,   P4,   P5).   We   con-
clude   that   while   the   ergonomic   cost   and   the   toolkit   visualization   are   
easy   to   understand,   creators   might   over-trust   the   tool,   interpreting   
the   visualizations   as   the   ground-truth   instead   of   refecting   on   the   
validity   of   the   metric.   Hence,   such   tools   should   encourage   creators   
to   be   critical   and   clarify   the   the   metrics   strengths   and   weaknesses.   

6

https://microsoft.github.io/MixedRealityToolkit-Unity/Documentation/README_Solver.html
https://microsoft.github.io/MixedRealityToolkit-Unity/Documentation/README_Solver.html
https://developer.apple.com/design/human-interface-guidelines/ios/system-capabilities/augmented-reality/
https://developer.apple.com/design/human-interface-guidelines/ios/system-capabilities/augmented-reality/
https://designguidelines.withgoogle.com/ar-design/


               

                     

              
                     

            

                     

              
                     

            

1. Review of 3D UIs 2. Introduction of GUI 3. Design Task 4. Metrics overview 5. Introduction of API 6. Conclusion 

Topic introduction and Instruction on how to Participants use the Demonstration and ex- Demonstration and General feedback and examination of prior use the GUI and visu- tool to design a static planation of diferent discussion of API fnal remarks knowledge alization 3D UI with 3 elements ergonomics metrics features 

          
          

           
         

             
          

           
         

           
          
           

           
        

         
         
          

          
         

        
         

         
     

          
          

           
         
         

        
         

            
        

         
          

             
      

          
        

           
         

        
          
       

          
          

            
         

         

         
           

        
    

        
           

       
        

          
          

         
          
         
         

      

        
         

         

  
             

           
         

          
         

           
         

        
           

        

    
           

            
            

          
           

           
        

        
           

         
         
             

         
          

               

          
          

           
         

             
          

           
         

           
          
           

           
        

         
         
          

          
         

        
         

         
     

          
          

           
         
         

        
         

            
        

         
          

             
      

          
        

           
         

        
          
       

          
          

            
         

         

         
           

        
    

        
           

       
        

          
          

         
          
         
         

      

        
         

         

  
             

           
         

          
         

           
         

        
           

        

    
           

            
            

          
           

           
        

        
           

         
         
             

         
          

XRgonomics: Facilitating the Creation of Ergonomic 3D Interfaces CHI ’21, May 8–13, 2021, Yokohama, Japan 

Table   1:   Overview   of   the   study   procedure   consisting   of   a   walkthrough   demonstration   of   XRgonomics   and   a   design   task   (phase   
3),   where   participants   used   the   GUI   to   create   a   static   3D   UI.   

5.2.3 Design Task. To evaluate the usefulness of XRgonomics in 
UI design, participants completed a design task using the toolkit. 
It consisted of planning the layout of three UI elements with dif-
ferent usability aspects (e.g., usage frequency) in a workstation 
(similar to Figure 5). At this stage, we enabled remote control of the 
mouse cursor, and the participants could use the toolkit running 
on the experimenter’s PC. We asked them to think aloud while 
exploring the visualization, and show their desired UI element loca-
tions by pointing with their mouse or selecting a particular voxel. 
For a UI element that required frequent hand manipulation, all 
the participants used the toolkit to locate voxels with a low er-
gonomic cost. When deciding on the position for a rarely used 
element, with which inadvertent interaction is undesirable (e.g., 
”delete all”), participants pursued diferent strategies. To ensure the 
user makes a deliberate choice, some participants selected areas 
with a high ergonomic cost (P0-P3), while others also considered 
the workspace layout (P4-P7). All the participants stated that the 
visualization of the interaction space and ergonomic cost informed 
their decisions. Finally, when placing a non-interactive display el-
ement, participants pointed out that the supported metrics were 
not relevant, revealing an opportunity to integrate other metrics 
beyond ergonomics, such as visibility. 

To explore the potential benefts of using XRgonomics in contrast 
to formulated guidelines from existing work, we quoted two design 
guidelines from the CE paper [23] and asked participants how they 
would apply these in the previous task. Participants highlighted 
several limitations of written guidelines, such as verbal statements 
being ambiguous or open to interpretation (P2-P6), whereas XR-
gonomics allows the designer to visually explore the interaction 
space (P0, P5, P7). Further, written guidelines may not apply if the 
recommended area is unavailable (e.g., because of physical restric-
tions). In contrast, setting constraints in XRgonomics allows the 
creator to analyze voxels in specifc zones, compare, and identify 
locations that may not be the best overall but are optimal for a 
particular scenario (P0, P1, P3, P4). 

5.2.4 Metrics overview. Next, we showed the ability to visualize 
diferent metrics in XRgonomics, briefy explaining the underlying 
theory and how the ergonomic cost is computed for CE, RULA, 
and muscle activation, respectively. All participants agreed that the 
visualizations aided their understanding of the underlying concepts, 
while appreciating that the toolkit makes the metrics accessible and 
useful without knowledge of the formal details. 

5.2.5 Introduction of API. To explore the potential of XRgonomics 
to develop adaptive UIs, we explained the features accessible through 
the API and showed a video of the AR prototype described in sec-
tion 4. Overall, participants appreciated the idea of generating con-
straints automatically and proposed several use cases for adaptive 

UIs. However, some participants mentioned that the toolkit should 
allow the designer or end-user to modify these constraints (P1, P2, 
P3) to address personal preferences, implicit spatial requirements, 
or a physical disability. 

5.2.6 Conclusion. To collect general feedback and identify lim-
itations of the toolkit, we concluded the study with some fnal 
questions. Participants agreed that the visualization provided un-
derstandable information about ergonomics in the interaction space, 
and mentioned that XRgonomics would help 3D UI design from 
early stages of design and development. They also proposed support 
for additional metrics beyond ergonomics, such as spatial relations 
between (physical/virtual) objects (P3, P5, P6), eye strain (P6), and 
visibility (P0, P1, P4-P7). A participant asked about having XR-
gonomics integrated into development tools, such as Unity (P4), 
which would facilitate access to it. 

We conclude the results from this walkthrough demonstration high-
light the potential of XRgonomics to make ergonomics metrics 
accessible during the design and development of 3D UIs. 

6 DISCUSSION 
In this work, we propose a method to estimate the ergonomic cost at 
each reachable position in the user’s interaction space. We make this 
cost available to creators during design and development through 
XRgonomics, a toolkit to facilitate the creation of ergonomic 3D 
UIs. We demonstrated its potential through two examples: guidance 
for placement of static UI elements, and dynamic adaptation of 3D 
UIs optimized for comfort. Finally, we presented a walkthrough 
demonstration that highlights how XRgonomics can support UI 
design experts. We will now discuss the limitations of our approach, 
avenues for future work, and other relevant fndings. 

6.1 Limitations of XRgonomics 
To create a method that runs in real-time, we simplifed multiple 
steps of the pipeline. A simple kinematic chain limits the number of 
possible poses represented by the model to allow for a simple and 
fast inverse kinematics algorithm. Although in most cases a fxed 
wrist angle in the kinematic chain results in an ergonomic position, 
interaction with complex 3D input does not always work under such 
conditions, and environmental constraints might require poses with 
diferent wrist angles. Further, modeling the shoulder mechanism 
and its relation with the torso would require more complex IK. 

Another design trade-of we made, was to ignore motion. With-
out context, existing models that analyze movement and fatigue 
are difcult to use, because it is hard to forecast certain aspects of 
interaction, like movement [1]. Therefore, we consider only static 
poses, allowing creators to easily use XRgonomics at design time. 
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Finally, XRgonomics currently supports metrics related to the er-
gonomics of the upper limbs. However, several other factors impact 
interaction in XR applications, such as visibility and consistency. 

6.2 Future Work 
Improvements to the IK implementation can result in higher ac-
curacy and support more arm poses. In particular, extending the 
kinematic chain to consider the wrist angle is a natural improve-
ment to the work we present. A possible approach would be to use 
a spiral point algorithm at each voxel to compute possible wrist po-
sitions. Another related improvement is to consider the user’s torso 
position, with a model that represents the shoulder mechanism. 
This would result in more realistic arm poses and an improved 
representation of the interaction space. Another avenue for future 
work is to consider motion and model fatigue over time, consid-
ering the movement between voxels, their ergonomic cost, and 
muscle endurance. It will also be interesting to expand XRgonomics 
to consider other human factors beyond ergonomics of the upper 
limbs, such as vision, cognition, and spatial relations of objects. 

Integration in existent MR and VR toolkits, such as MRTK solvers 
or Unity’s IDE, is another important direction that would make 
our method more accessible to creators, as mentioned by study 
participants. The walkthrough demonstration also revealed several 
opportunities for GUI improvements, such as improved camera con-
trols and better control for voxel selection (e.g., selecting between 
a range of values). 

On a diferent topic, the user study revealed that participants’ 
may over-trust the metrics when using the GUI. When we encour-
aged further refection, participants reported doubts and treated the 
visualization more critically, after receiving explanations about how 
the metrics worked and their limitations. This highlights a potential 
issue of trust-calibration, which is an ongoing research topic in 
Visual Analytics [20]. To address this, XRgonomics could provide 
explanations for each metric and a disclaimer of their limitations. 

6.3 Supported Ergonomics Metrics 
In our current implementation, we incorporate three existing met-
rics to compute the ergonomic cost of interaction: CE, RULA, and 
muscle activations. While these represent important research in er-
gonomics, we discovered limitations throughout development and 
the user study. For instance, Hincápie-Ramos et al. proposed CE as a 
metric to quantify fatigue of mid-air interactions [23]. However, the 
main scenario considered in their work is interaction with vertical 
displays. We assume this infuenced the design of the metric, which 
is base on the cross-product of the gravity vector and the center of 
mass of the arm for static poses. This results in questionable results 
when reaching overhead (Figure 4, A), which was a common topic 
of discussion in our study. 

Then, RULA investigates risk factors associated with work-related 
disorders [32]. Although such information is relevant to the design 
of ergonomic 3D UIs, it does not consider poses where the arm is 
at rest. Moreover, it relies on wide-angle ranges for scoring arm 
poses, resulting in similar values for several voxels (Figure 4, B). 

In our biomechanical simulations, the optimization algorithm 
did not always converge. Without inspecting each individual case, 
it was impossible to discern whether this was due to poses being 
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physiologically impossible, or caused by issues with the model 
or optimization step. Nevertheless, we argue that biomechanical 
models can represent important information which other metrics 
cannot, such as physical constraints, muscles, and tendon length. 

We believe that XRgonomics can support the understanding of 
existing ergonomic metrics and the development of new ones by 
ofering a simple way to inspect, compare, and debug them. 

7 CONCLUSION 
In this paper, we proposed a method to estimate the ergonomic 
cost of interaction at each reachable position in the user’s envi-
ronment. We make it available through the XRgonomics toolkit, 
which aims to support the design of ergonomic 3D UIs by making 
existing ergonomics metrics accessible to creators. The GUI allows 
creators to visualize the user’s reachable interaction space and the 
ergonomic cost in each position. The API allows the creation of 
complex and dynamic constraints, which enable real-time adapta-
tion of 3D UIs (e.g., repositioning the UI to avoid hitting physical 
obstacles). We illustrate functionalities XRgonomics can support 
through two scenarios. Finally, a walkthrough demonstration of 
the prototype shows the usefulness of our approach and highlights 
its potential to integrate additional factors beyond ergonomics. 
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